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Abstract

Complex positions on multiple underliers are hedged using the options surface of all underliers. Hedging objectives follow Cherny and Madan (2010) by minimizing ask prices for which post hedge residual risks are acceptable at prespecified levels. It is shown that such hedges require one to use a risk neutral law on the set of underlying risks. We propose a joint risk neutral law for multiple underliers and estimate it from multiple option surfaces. Under our joint law asset returns are a linear mixture of independent Lévy components. Data on the independent components are estimated by an application of independent components analysis on time series data for the underlying returns. A comparison of the the risk neutral law with the statistical law shows that risk neutral correlations dominate their statistical counterparts. Hedges significantly reduce ask prices.

Much has been written on hedging both when it is possible (Black and Scholes (1973), Merton (1973)) and when it is not (Schweizer (1991), Musiela and Zariphopoulou (2004a, 2004b)). However, not much attention has been given to constructing useful hedges for prespecified or existing exposures in high dimensions using options as a static hedge. Carr and Wu (2004) have considered hedging long dated options with positions in shorter term options, working in one dimension. In this context we have completeness as arbitrary functions of the underlying are spanned by the options (Green and Jarrow (1987), Nachman (1988)).

We illustrate here how one may employ the methods of Cherny and Madan (2009,2010) to construct explicit
hedges for complex financial products responsive to numerous underlying risks. Such complicated products typically have a value function that may be synthesized by simulation as a function of the level of multiple underliers. A local quadratic representation of the value function may be constructed using for example robust translog functions (Berndt and Christensen (1973), Caves and Christensen (1980)). We then seek option positions to hedge this target cash flow.

By way of a specific example we will consider a target exposure written on 9 underliers representing the level of sector ETF’s three months hence. The exposure will be to a positive random variable whose logarithm is a quadratic function of the 9 logarithmic returns. The associated matrix of second order cross partials will be chosen to display both convex and concave directions by ensuring the presence of both positive and negative eigenvalues. The hedging assets will be the option surfaces on all 9 underliers. In this multidimensional context options on the underliers do not span the target cash flow. We thereby have a context of incompleteness as studied in Carr, Geman and Madan (2001), or Jaschke and Kuchler (2001).

The first question to be faced is the choice of the probability law under which we study the hedging problem. Numerous authors have employed the physical probability to manage the risk or approximate the target cash flow (Bertsimas, Kogan and Lo (1999), Biagini, Guasoni and Pratelli (2000), Föllmer and Sondermann (1986)). We question the choice of the physical measure and argue that it is possibly not the recommended choice. Under the physical probability most hedging assets have a nonzero expectation that is either positive or negative. As a consequence algorithms seeking to hedge prespecified exposures can be induced into investing in or shorting the hedging assets with a view to generating returns, and setting aside the hedging and risk management concerns. One may minimize the effects of pursuing means under the physical measure by choosing to minimize variance. However, as we note later when managing hedges for complex risks using complex hedging instruments one may give up good opportunities by focusing on variance and it symmetric penalization of gains and losses.

Another useful approach to mitigate these problems when working with the physical measure is to ensure as noted in Staum (2008) that the hedging problem has been preceeded by a prior optimization problem ensuring that the hedge is attaining preference levels for the prior optimization, knowing full well that this level cannot be exceeded. In the discussion of the hedging problem in Cherny and Madan (2010) this amounts to choosing a target stress level for acceptability high enough with the set of supporting measures large enough to ensure their
intersection with the risk neutral measures. In one sense we view the act of choosing a base risk neutral measure as a proxy way of ensuring that the target preference level has been set sufficiently high. We therefore suggest that it may be helpful to proceed under a risk neutral measure as a base measure under which to study the hedging problem.

The second question to be considered is the choice of a criterion for the hedge. Many criteria have been proposed and studied. These criteria trade risks and returns in a variety of ways and generally attempt to model the risk attitudes and preferences of the party holding the residual risk. Examples include the use of mean variance preferences (Heath, Platen and Schweizer (1999)), others measure risk by the conditional value at risk (Rockafellar and Uryasev (2000)), while some writers employ expected utility in the presence or absence of background or endowment risk (Schachermayer (2002)). These preference based criteria combine scale and direction issues possibly altering the hedge if the position is scaled. We acknowledge that such adjustments to scale may well be appropriate when considering the perspective of an individual investor holding a position.

We shall, however, here take a more market oriented approach that presumes that one may trade with the market at a wide range of scales without an adjustment to the terms of trade. Unlike the classical model of the market where one trades in both directions at the same price we suppose the terms of trade depend on the direction of trade but not its size. In this regard we follow Cherny and Madan (2009, 2010) and model the set of marketed cash flows as a convex cone containing the nonnegative cash flows. Such a model for the set of marketed cash flow results in closed forms for the bid and ask prices of cash flows and we may then either maximize the bid price for the hedge or minimize the ask price for the hedge. Since we see our target cash flow as a potential liability we minimize its ask price here.

The third question that arises is that of modeling risk neutrally the joint law of nine underliers. As we shall take positions in options on the underliers to hedge the risk exposure we seek a joint law that will calibrate simultaneously all option surfaces on a single day. We have employed many models in the exponential affine class to calibrate the surface of options on a single underlier. Here we develop multivariate exponential affine models. Such exercises require one to model dependence across a set of underliers. We note, however, that options only trade on each underlier separately and there isn’t a liquid market for options on portfolios that may explicitly price correlations. Hence, the approach we take is a mixture of time series and option data analysis. Time series
data are employed to model the martingale component of the log price relative as a linear mixture of independent variates. The independent components are identified by an application of independent components analysis. Such an analysis delivers as an output the matrix of asset exposures to component risks. For our risk neutral law we model the independent components using a Sato process (Carr, Geman, Madan and Yor (2007)) taking the exposure matrix as estimated from the time series analysis. Thus we develop a joint characteristic function for all underliers allowing one to compute option prices for any strike, any maturity and any underlier. We then calibrate this joint law to all surfaces simultaneously. Our illustration employs 9 underliers and a Sato process based on the variance gamma law at unit time for each component. The Sato process uses a single scaling parameter for all underliers and we have a model with 28 parameters for the nine surfaces.

The paper contributes a model for the joint risk neutral law of a set of underlying assets and develops methods to calibrate the model to market data using a mixture of time series analysis and cross sectional option data. The model is then applied to develop static hedges for multidimensional risks using as hedging assets the option surfaces on the underliers. In the context of the model studied, neither dynamic trading nor static positioning in the options yields a complete market for the multidimensional risk to be hedged. Residual risk must be held and we apply the methods of conic finance to minimize the post hedge ask price for the target cash flow. The base probability law employed in the hedge is the estimated multidimensional risk neutral law.

The outline of the rest of the paper is as follows. Section 1 presents the joint risk neutral law for the underliers along with the procedures for its estimation. Section 2 describes the hedging problem, including the target function to be hedged, the objective function for the hedge selection, and the specific hedging assets used. The joint law is calibrated and the results are reported in Section 3. Section 4 reports on the construction of the hedge. Section 5 concludes.

1 Joint Risk Neutral Laws

Given a number of underlying risks that for the application here will be the level of the sector ETF's we wish to describe and estimate the joint risk neutral law. This is typically a difficult task as one does not have assets trading that directly price dependencies. Specifically consider for two underliers $X$, and $Y$ the function $f(X)g(Y)$. Under
independence the price of such a claim is the product of the prices but with a joint probability law displaying
dependence this is no longer the case. A measure of the dependence is provided by considering the difference
between the price of the product and the product of the prices. When \( f \) and \( g \) are the identity functions, we get
the covariance. Since only functions of each underlier trade directly and the product does not trade, one is at a
loss in identifying risk neutral dependence.

A solution often adopted in practice is to calibrate local volatility surfaces to the option surface of each
underlier, estimate correlations between underliers from time series data and then build a joint law by correlating
the Brownian motions in the local volatility evolution using this time series based correlation matrix. Though risk
neutral volatilities are probably higher than statistical volatilities, such a procedure implicitly assumes an equality
between local risk neutral correlations and their statistical counterparts. We formulate and estimate a joint risk
neutral law that differentiates risk neutral and physical correlations.

Our starting point is the recognition that in the Gaussian or Brownian case, one builds dependence by modeling
multidimensional risks as a linear combination of independent Gaussian variates. Here we generalize to considering
a linear combination of independent processes with independent increments. When these independent processes are
in addition time homogeneous, they are Lévy processes. However, given that we wish to model risk neutral option
surfaces across strike and maturity we consider the particular class of time inhomogeneous processes known as
Sato processes (Carr, Geman, Madan and Yor (2007)). We shall also consider Lévy processes that are particularly
suitable when the focus is on a single maturity.

In identifying the joint risk neutral law one has to determine both the coefficients of the linear combination
and the risk neutral law of the supposed independent components. In general this gives us too many parameters
to be inferred from the option surfaces. We shall instead determine the matrix of asset exposures to independent
risks from a time series analysis and then we employ this matrix as an input in determining the risk neutral
law for the components. For the time series analysis we follow Madan and Yen (2008) and Madan (2006) in
applying independent components analysis to identify both the exposure matrix and the data on the independent
components.

Independent components analysis (ICA, Hyvärinen, Karhunen and Oja (2001)) and in particular the fast ICA
algorithm (Hyvärinen (1999)) exploits the observation that signals have non-Gaussian distributions that approach
Gaussian distributions when contaminated by noise. Hence the algorithm first performs a principal components analysis (PCA), and noting that every rotation of a PCA is an equivalent PCA, the ICA procedure seeks a rotation matrix that maximizes a metric of non-Gaussianity to try and get back to the original signal. The procedure has been tested in the signal processing context and it has been demonstrated that unlike PCA, ICA can recover original signals. It is also noted that if the original data is multivariate Gaussian, then there are no signals to be found and the algorithm fails. Fortunately, for financial data on daily returns the Gaussian assumption fails and an ICA delivers the required exposure matrix. We next present two models and the associated estimation procedures.

By way of alternatives for the non-Gaussian modeling of joint returns that may be implemented in a tractable way we mention Eberlein and Madan (2010). They study correlating Brownian motions when marginals are time changed Brownian motions. One may also employ a full Gaussian copula as developed by Malvergne and Sornette (2005). Risk neutral calibrations would however have to be done by simulation. Other approaches based on Lévy copulas (Cont and Tankov (2004), Kallsen and Tankov (2006)) and multivariate $t$–distributions (Kotz and Nadarajah (2004)) for example are considerably less tractable especially when go to the higher dimensions.

1.1 Models for the joint risk neutral laws of $n$ assets

Let $S(t) = (S_1(t), \cdots, S_n(t))$ denote the vector of $n$ stock prices at time $t$, with $X_k(t) = \ln S_k(t)$ for $k = 1, \cdots, n$. We suppose that the vector $X(t) = (X_1(t), \cdots, X_n(t))$ is a linear combination of independent processes $Y_k(t)$ and

$$X(t) = AY(t).$$

One may employ time series analysis to identify the exposure matrix $A$ and the statistical or physical law of the process $Y(t)$. Since our interest is in the risk neutral law we employ time series data just to identify the exposure matrix $A$.

If it is decided that the hedging instruments are options at a single maturity across numerous underliers then our first model termed $VGICA$ may be appropriate. Often when dealing with basket options at a single maturity such a choice may well be appropriate. Lévy processes are known to calibrate well option smiles at a single maturity.
and it may then be sufficient to work with VGICA. As noted in Konikov and Madan (2002) Lévy processes fail to calibrate multiple maturities as they have a theoretical term structure of skewness and excess kurtosis inconsistent with market realities. Hence when multiple maturities are to be employed in hedging as would be the case for rolling cliquets the interest shifts to models capable of synthesizing option prices across maturities. Our second model termed VGSSDICA may be employed for such a purpose. We note specifically that time is used very differently in the two models and the first is not a special case of the second. The term structure of skewness and excess kurtosis in flat in the second model and decreasing in the first model.

1.1.1 The first model (Lévy) termed VGICA

A first risk neutral law for $Y(t)$ models each component as an independent Lévy process and here we employ the variance gamma process (Madan and Seneta (1990), Madan, Carr and Chang (1998)). We then have $3n$ parameters $\sigma_k, \nu_k, \theta_k$ such that the zero mean process for $Y_k(t)$ is

$$Y_k(t) = \theta_k (g_k(t) - t) + \sigma_k W_k(g_k(t))$$

(2)

where $g_k(t)$ are independent gamma processes with unit mean rate and variance rate $\nu_k$ and $W_k(t)$ are independent Brownian motions also independent of the gamma processes.

The characteristic functions for the processes $Y_k(t)$ are

$$\phi_{Y_k}(u_k, t) = E[\exp(u_k Y_k(t))]$$

(3)

$$= \exp(t \psi_k(u_k))$$

(4)

$$\psi_k(u_k) = \frac{1}{\nu_k} \ln \left( 1 - i u_k \theta_k - \frac{\sigma_k^2 \nu_k}{2} \right) - \theta_k.$$  

(5)

From the independence of the processes $Y_k$ one easily derives the joint characteristic function for the vector process $X(t)$ as

$$E[\exp(iu'X(t))] = \prod_{k=1}^{n} \exp(t \psi_k \left( \sum_{j=1}^{n} u_j A_{jk} \right))$$

(6)

$$= \phi_X(u, t)$$

(7)
The stock prices for the $n$ assets are related to the processes $X(t)$ by

$$S_j(t) = S_j(0) \exp \left( (r - q_j + \omega_j)t + X_j(t) \right), \ j = 1, \cdots, n,$$

where the convexity correction coefficients are

$$\omega_j = -\sum_{k=1}^{N} \psi_k(-iA_{jk}).$$

The joint characteristic function for the logarithm of all the stocks under the $VGICA$ model is then

$$E [\exp (iu' \ln(S(t)))] = \exp \left( i \sum_{j=1}^{n} u_j \left( \ln S_j(0) + (r - q_j + \omega_j)t \right) \right) \phi_X(u, t).$$

1.1.2 The second model (Sato) $VGSSDICA$

We now consider a Sato process for the independent components. In this case we model the centered law for the logarithm of the stock as (1) but the components of the vector $Y(t)$ are now not Lévy processes but Sato processes. We therefore obtain the marginal distribution of each component at each time $t$ by scaling and suppose that

$$Y(t) \overset{(d)}{=} t^\gamma Y(1)$$

where the scaling coefficient is common across components. In this case we have scaling as a vector for now

$$X(t) = AY(t) \overset{(d)}{=} A t^\gamma Y(1) \overset{(d)}{=} t^\gamma AY(1) \overset{(d)}{=} t^\gamma X(1)$$

Each component is now a process of independent but time inhomogeneous increments with a jump compensating
Lévy system for the $k^{th}$ component $Y_{kt}$ of the form

$$L_k(y_k, t)dy_kdt.$$  \hspace{1cm} (15)

The specific form of the function $L_k$ may be obtained from Carr, Geman, Madan and Yor (2007) in terms of the Lévy density $l_k(y)$ of the unit time random variable $Y_k(1)$ as

$$L_k(y_k, t) = -\text{sign}(y_k) \frac{h_k'}{t^{1+\gamma}} (\frac{y_k}{t})^\gamma, \quad y_k \neq 0,$$

$$h_k(y_k) = |y_k|l_k(y_k).$$  \hspace{1cm} (16) (17)

By independence the Lévy system for the vector process $Y_t$ is given by

$$L_Y(y,t)dydt = dt \sum_{k=1}^{n} L_k(y_k, t)dy_k$$  \hspace{1cm} (18)

We may write the Lévy system for $X(t)$ an additive process as

$$L_X(x,t)dxdt = dtdx \frac{1}{\det(A)} \sum_{k=1}^{n} L_k ((A^{-1}x)_k, t).$$  \hspace{1cm} (19)

The joint characteristic function of the vector $X_t$ is now given by

$$E \left[ e^{iu^\top X(t)} \right] = \prod_{k=1}^{n} \exp \left( \sum_{j=1}^{n} \psi_k(t^\top u_j A_{jk}) \right)$$

$$= \text{def} \tilde{\phi}_X(u, t)$$  \hspace{1cm} (20) (21)

and the convexity correction term is

$$\omega_j(t) = -\sum_{k=1}^{N} \psi_k(-it^\top A_{jk})$$  \hspace{1cm} (22)
The joint characteristic function for the logarithm of the vector \( \ln(S(t)) \) under VGSSDICA is

\[
E \left[ \exp \left( iu' \ln(S(t)) \right) \right] = \exp \left( i \sum_{j=1}^{n} u_j \left( \ln S_j(0) + (r - q_j)t + \omega_j(t) \right) \right) \tilde{\phi}_X(u, t).
\]

(23)

1.2 Estimation Procedure

The risk neutral estimation of VGICA or VGSSDICA begins with a time series analysis conducted for the purpose of estimating the exposure matrix \( A \). For this we take times series data on daily returns

\[
x_t = (x_{1t}, \ldots, x_{nt}) = \left( \ln \left( \frac{S_1(t)}{S_1(t-1)} \right), \ldots, \ln \left( \frac{S_n(t)}{S_n(t-1)} \right) \right), \quad t = 1, \ldots, T
\]

(24)

for \( T \) days. We form the matrix of demeaned daily return data by subtracting the sample means for each component to construct the \( T \times n \) matrix \( R \) of centered returns. We apply to this matrix the fast ICA algorithm that returns a matrix \( A \) and data on the independent components constructed as

\[
y_t = A^{-1}x_t.
\]

(25)

The matrix \( A \) composes a PCA matrix with a search for an optimal rotation matrix that successively maximizes the expectation of the logarithm of the cosine of the implied factor return \( y_{kt} \) in the sample.

With the exposure matrix estimated from such a fast ICA algorithm we may now employ the Fourier transform methods of Carr and Madan (1999) to price options on all strikes, maturities and underliers to simultaneously calibrate all option surfaces to identify the joint risk neutral law. The joint characteristic functions (9 and 23) take as inputs respectively 27 and 28 parameters for the 9 sets of VG parameters with 9 underliers and for the Sato process the scaling coefficient \( \gamma \). When computing an option price, in addition to the strike and maturity one must indicate as an input the stock or underlying asset to enable the pricing routine to construct the appropriate marginal characteristic function that is inverted for the option price. The risk neutral parameters for the joint law are estimated by minimizing the root mean square error of market price from model price for all option surfaces taken together.
2 The Hedging Problem

This section describes in detail the specific hedging problem to be solved. We present in turn the target cash flow to be hedged, the structure of the hedging assets, and the hedge objective.

2.1 The Target Cash Flow

The target function to be hedged on the joint space of all underliers is typically some estimated value function some time in the future. We illustrate here by taking a general translog function on the underliers defined as

\[
\ln(f(S)) = \sum_{i=1}^{n} \alpha_i \ln \left( \frac{S_i}{S_{i0}} \right) + \frac{1}{2} \sum_{ij} \beta_{ij} \ln \left( \frac{S_i}{S_{i0}} \right) \ln \left( \frac{S_j}{S_{j0}} \right). \tag{26}
\]

We wish to hedge the multivariate function \( f(S) \) seen as a function of the stock prices of the underliers some three months out.

2.2 The Hedging Assets

We take for hedging assets the \( n \) underliers and options on these underliers with a three month maturity and a range strikes. We may standardize the problem by taking all initial prices at unity. The options then have strikes expressed in moneyness with strikes below unity being put options and above unity we employ call options. We treat the underlying model as that for forward prices and work with zero rates and dividend yields. We take the strikes to range from .75 to 1.25 in steps of 0.025. We then have 21 options on each of 9 underliers with 189 options and 198 hedging assets for our 9 underliers. Viewing the underlier as a zero strike call we have 22 strikes per underlier. The terminal option payoff to strike \( k_j \) for underlier \( i \) is

\[
c_{ij}(S_i) = (S_i - k_j)^+ + 1_{0 < k_j < 1} (k_j - S_i) \tag{27}
\]

and for hedge positions \( \theta_{ij} \) in the option with strike \( k_j \) on the \( i^{th} \) underlier the hedge payoff is

\[
g(S, \theta) = \sum_i \sum_f \theta_{ij} (c_{ij}(S_i) - w_{ij}) \tag{28}
\]
where $w_{ij}$ is the market price of option $j$ on the $i^{th}$ underlier. Under the models we shall consider the target cash flow (26) is not in the span of the possible hedge cash flows (28). For every possible candidate hedge position $\theta = (\theta_{ij})$ the residual cash flow

$$r(S, \theta) = g(S, \theta) - f(S)$$

is nonzero.

### 2.3 The Hedge Objective

We need to formulate an objective function to evaluate different possibilities for the residual cash flows. In complete markets the residual net of hedge costs is zero and we just find the replicating portfolio and value the cash flow $f(S)$ at the cost of replication $\sum_i \sum_j w_{ij}$. The hedge is clear. For the current context of incomplete markets this is not possible and the hedge is not clear.

Many suggestions for a hedging criterion have been made in the literature, including minimizing variance, super or sub replicating, minimizing some other norm, or maximizing expected utility. The objectives of super or sub replicating are often unrealistic, in that they may not even be possible. Restricted to some compact domain they may be possible but yet difficult to implement in high dimensions. The various norms treat overshoots and shortfalls symmetrically though only shortfalls are a problem. Expected utility as a criterion we find unsatisfactory for reasons addressed below that relate to the units involved and the use of scale dependent pricing.

In dealing with complex products both as targets and hedging instruments with considerable access to skewed exposures and opportunities for earning surpluses the minimization of variance is a dangerous criterion. It can easily miss many good opportunities and is probably not a good recommendation. For the original context of hedging options using stock returns with their relatively symmetric outcome possibilities this was not a problem.

The other major alternative is expected utility maximization as discussed for example by Musiela and Zariphopolou (2004a,b). This criterion has been available for over fifty years with limited applications in practice. One may speculate on why this so, but the situation begs for alternatives. Perhaps it is the complexity of the objective that makes practitioners uncomfortable. The objective is not in a monetary unit like dollars. Yes it can be brought back to dollars using certainty equivalents but this is another complex operation adding to the lack of
transparency for the general user. Our objectives on the other hand are in dollar terms as they represent bid and ask prices to be paid or charged and are easily understood as they are in familiar units. This in our view is an advantage.

Additionally expected utility immediately involves after the application of certainty equivalents, the use of scale dependent pricing. At the margin for most retail purposes this is an unnecessary complication. It should be brought into the picture if and when needed but we need operational alternatives without this additional complication. Marginal indifference pricing (Staum (2008), Section 4.3) avoids this scale dependence but for most popular utility function choices also simultaneously loses the bid ask spread. This paper offers locally scale invariant, dollar denominated, gain appreciative objectives with positive spreads associated with trade directions.

We follow instead a market oriented approach that shifts attention from modeling risks to be held by individuals to risks held in markets on terms defined by markets. The essentials of this theory are set out in Cherny and Madan (2010) following on from Carr, Geman and Madan (2001) and Cherny and Madan (2009). The main idea of this approach to modeling markets begins on replacing the law of one price for liquid markets by the law of two prices. Hence market participants may still trade with the market any amount at the going price with the proviso that the price now depends on the direction of trade. One then observes that the set of cash flows seen as random variables that one may deliver to market at zero cost form a convex cone of random variables that contains the set of nonnegative cash flows. This basic conic structure of cash flows acceptable to the market delivers the main results.

Formally the cash flows acceptable to the market at zero cost are random variables $X$ with the property that $E^Q[X] \geq 0$ for all measures $Q$ in a convex set of measures $\mathcal{D}$ that support the acceptability. Given a class of $\mathcal{H}$ of hedge cash flows attainable by trading in markets at zero cost Cherny and Madan (2010) define the risk neutral measures $\mathcal{R}$ as all measures satisfying $E^Q[H] = 0$ for all $H \in \mathcal{H}$. They then show that the ask price for $X$, $a(X)$ is given by

$$a(X) = \sup_{Q \in \mathcal{D} \cap \mathcal{R}} E^Q[X].$$  

(30)

Similarly the bid price is given by

$$b(X) = \inf_{Q \in \mathcal{D} \cap \mathcal{R}} E^Q[X].$$  

(31)
The risk neutral measures play an important role in the formulation of these pricing problems and it is critical that \( \mathcal{D} \) is large enough to in fact meet the set of risk neutral measures. In fact if \( \mathcal{D} \cap \mathcal{R} \) is empty there is a hedging asset that is strictly acceptable to the market and this should not be the case if the hedging assets are correctly priced.

One may formulate the hedging problem as that of minimizing the post hedge ask price whereby

\[
a(X) = \inf_{H,a} \{ a|E^Q[a + H - X] \geq 0, \text{ all } Q \in \mathcal{D} \}.
\]  

(32)

The corresponding hedging problem associated with the bid price is

\[
b(X) = \sup_{H,b} \{ b|E^Q[X - b - H] \geq 0, \text{ all } Q \in \mathcal{D} \}.
\]

(33)

To make these market oriented hedging problems for the bid and ask price operational one has to define operational cones of cash flows acceptable to the market. For this we begin with a single risk neutral measure \( Q_0 \) that one identifies and we force a nonempty intersection of \( \mathcal{D} \) with \( \mathcal{R} \) by placing this base measure in our set \( \mathcal{D} \). Now accepting all cash flows with a positive expectation under this single measure is too wide a cone and it is in fact a half space. We take the set of zero cost marketable cash flows to be smaller by requiring a positive expectation under a much larger class of measures.

Following Cherny and Madan (2009,2010) we define acceptable cash flows in terms of the distribution function \( F_X(x) \) of our cash flow \( X \) under \( Q_0 \). For a specific concave distribution function \( \Psi(u) \) defined on the unit interval and mapping to the unit interval we define \( X \) to be acceptable just if

\[
\int_{-\infty}^{\infty} x d\Psi(F(x)) \geq 0,
\]

(34)

or the expectation of the cash flow is positive under a concave distortion of its distribution function. When working with distribution functions one may identify the base measure to be the uniform distribution on the unit interval and identify distribution functions \( F(x) \) with their inverses \( G(u) = F^{-1}(u) \). One then speaks equivalently of acceptable inverse distribution functions. These are now such that we have a positive expectation for all measures.
with densities $Z(u)$ where the associated distribution function $L' = Z$ satisfies $L \leq \Psi$ Cherny and Madan (2010).

The particular concave distortion studied in Cherny and Madan (2009, 2010) that we employ here is termed $\text{minmaxvar}$ and is defined by

$$\Psi'(u) = 1 - (1 - u^{1+\gamma})^{1+\gamma}. \quad (35)$$

Cherny and Madan (2009) considered three other distortions. They were $\text{minvar}$, $\text{maxvar}$ and $\text{maxminvar}$. The last of these was observed to be comparable to the one used here. The first was too lenient towards large losses while the second did not discount large gains. The first is insufficiently averse to risk and the second is open to being enticed by unlikely gains. Other distortions meeting the objectives of aversion to risk and absence of gain enticement met by ensuring that the derivative of the distortion goes to zero at unity and infinity at zero may well be considered but then we begin to discuss the rates of convergence to zero and infinity. At this writing, this is a secondary issue.

In terms of this distortion one may define the ask price problem as

$$a(X) = \min_{\theta_{ij}} \int_{-\infty}^{\infty} xd\Psi'(F_X(x)) \quad (36)$$

$$X = r(S, \theta), \quad (37)$$

where $r(S, \theta)$ is as defined in equation (29). We solve the ask price hedge problem (36) by numerical optimization to determine the hedge positions $\theta_{ij}$ in the 198 hedging assets.

### 3 Calibration of VGICA and VGSSDICA

Time series data on the daily levels of sector ETF’s for a thousand days from 2005 January 3 to 2009 June 5 were employed to construct an ICA decomposition of returns taken as log price relatives. The ETF’s employed were xlb, xle, xlf, xli, xlk, xlp, xlu, xlv, and xly. We present in Table 1 by way of a summary the levels of annualized mean, volatility, skewness, and kurtosis for the 9 ETF’s in alphabetical order and the 9 ICA factors in the order of extraction. We see from Table 1 that the initial factors that are the most non-Gaussian have substantial levels of skewness and kurtosis. Table 2 presents the matrix $A$ of factor exposures needed for the calibration of the
risk neutral joint law under the \textit{VGICA} and \textit{VGSSDICA} models. We also estimated by maximum likelihood marginal variance gamma laws on the time series of the independent components as given by equation (25). We thus have a full specification of the physical law for the martingale component of log price relatives as a linear mixture on independent variance gamma processes.

We next extracted data on the option prices for all out of the money options on all 9 underliers for 2009 July 21 with maturities between three months and a year. There were 167 option prices in all. We estimated the model \textit{VGICA} with 27 parameters and the model \textit{VGSSDICA} with 28 parameters to simultaneously determine the variance gamma laws of the 9 independent components with the exposure of each \textit{ETF} to the factors as provided by the exposure matrix $A$ displayed in Table 2. We thus have two complete specifications of the risk neutral law as linear mixtures of independent Lévy and Sato processes based on a variance gamma law at unit time.

Our first exercise is to compare for the first time statistical and risk neutral correlations. For this purpose we generate three sets of 10000 readings on the 9 underliers from the estimated statistical and the two estimated risk neutral laws \textit{VGICA} and \textit{VGSSDICA}. We then compute the correlation matrix of the 9 underliers for each of the three simulations. We present in Table 3 the three correlation matrices. We observe as we expected that the risk neutral correlations are much higher than their statistical counterparts.

4 Construction of Hedge

The target cash flow ($tcf$) is specified on defining the vector $\alpha$ and the matrix $\beta$ of equation (26). This vector and matrix was randomly generated with $\beta$ organized to have 5 positive and 4 negative eigenvalues. The vector $\alpha$ and the matrix $\beta$ is displayed in Table 4.

We employed the path space generated by \textit{VGSSDICA} and constructed on this path space the cash flows to the hedging assets as per equation (27). The hedge cash flow is on a zero cost basis and for this we need to subtract the price. To ensure sample space risk neutrality the prices used were the sample means to the payoffs as described in equation (27). We also included the cash flow to the underlier and this gave us 22 hedging assets for each of 9 underliers.

We then first evaluated the ask price using \textit{minmaxvar} at a stress of .75 as per equation (36) with $\theta = 0$. The
selection of the stress level of .75 is designed to be conservative and near the prior optimization levels needed to exclude mean pursuit hedge strategies. For a connection with market realities we note that as reported in Eberlein and Madan (2009), the top one percent of hedge funds attain such levels of minmaxvar distortion when distorting the physical measure. We also note that these levels were attained as levels implied by down side put option prices reported in Madan (2010).

The unhedged ask price $apuh$ was

$$
apuh = 29.7975$$

$$= - \int_{-\infty}^{\infty} x d \Psi(\gamma(F_{-tcf}))(x).$$

The resulting unhedged cash flow $cfuh$ is defined as

$$cfuh = apuh - tcf.$$  

We then took positions in 21 OTM options on each of the nine underliers along with the underlier for three months. We constructed the residual cash flow ($rcf$) for the hedge $\theta$ as

$$rcf = \theta'H - tcf$$

where $H$ is the sample matrix of hedge cash flows. The hedges are zero cost by construction and are all self financed. We then constructed the ask price ($aph$) for the hedged cash flow

$$aph = 7.9802$$

$$= - \int_{-\infty}^{\infty} x d \Psi(\gamma(F_{\theta H - tcf}))(x)$$

We then formed the hedged cash flow $cfh$ by

$$cfh = aph + \theta'H - tcf.$$
We observe that the hedge enables us to significantly reduce the ask price for the target cash flow using the same level of acceptability.

We present in Figures ?? and ?? the histogram for the two unhedged and hedged cash flows over a sample space of 10000 paths on the 9 underliers modeled as linear mixtures of independent Sato processes as calibrated to the 9 option surfaces on 20090721. The cost of the hedge in total was 2.8307. The cost by sector is provided in Table 5. We present in Table 6 the precise hedge positions taken in all the options and underliers.

5 Conclusion

We illustrate the hedging of a complex position on multiple underliers using the options surface of all underliers in a context where exact replication is not possible and residual risk must be held. Following Cherny and Madan (2010) we determine the hedge position to minimize the ask price that makes the post hedge residual risk acceptable to a prespecified level. It is shown that this requires one to use the risk neutral law on the set of underlying risks. A joint risk neutral law is estimated from multiple option surfaces by specifying the joint law as a linear combination of independent components. The independent components are estimated by an application of independent components analysis on time series data for the underliers. Once the exposure matrix has been estimated, one may employ the joint characteristic for the logarithm of all the underlying returns to calibrate the risk neutral law to the option surfaces taken together.

The risk neutral law is compared to the statistical law and we show that risk neutral correlations are significantly greater than their statistical counterparts. This has been suspected but never really estimated given the difficulty in accessing joint risk neutral laws as only options on assets taken marginally are traded. With the additional hypothesis of a linear factor model estimated from time series analysis we calibrate a joint risk neutral law.

We observe that the availability of a hedge significantly reduces the ask price for a preset level of acceptability. We envisage that tracking the post hedge ask price of a position may serve as an early warning indicator of when a liability is getting too expensive to hold giving one access to market signals for reducing certain positions.
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