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Motivation: Using all available networks

� Overlapping coverage in a lot of places

� Shannon limit is nearby

� Concurrent Access:
� For better performance

� For higher reliability

� More difficult to intercept

� Independent of network type

satcom
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� Independent of network type

UHF
VHF



Limits on Increasing Performance of Wireless

� Currently: in practical communication systems the theoretical channel 
capacity (Shannon Limit) is approached.
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� Future: modest increases expected in data transmission rates from 
sophisticated signal processing (e.g. Multiple Input Multiple Output).



Efficiency over a larger spectrum

�So, high spectrum efficiency of wireless networking technologies 
operating within the different allocated frequency bands 
(e.g. SatCom, WiFi).

�Measurements of actual spectrum usage reveals idle bands in the 

Source: NTIA, 2003
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seemingly crowded RF spectrum

Source: FCC Spectrum Policy Task Force, Nov 2002 

Spectrum isn’t scarce

Source: FCC Spectrum Policy Task Force, Nov 2002 



Problem formulation

How to minimize the mean number of foreground jobs 
in the system of N parallel PS-nodes 

(in the presence of background traffic) ?

PS1
Background stream 1 λ1ϐ1
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PSN

Foreground stream

PS2

Background stream N

λ0ϐ0

λNϐN

Background stream 2 λ2ϐ2

Assumptions :

• Poisson arrivals
• General service times
• Foreground and background traffic

Static / Dynamic 
assignment



Concurrent access strategies 

1. Static assignment
Minimizing mean number of foreground jobs 
in the system:

2. Dynamic assignment
Calculate optimal decision policy:
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Full Observability model
(Exp. Service times)



Partial Observability for N Networks

� In practice only total number of jobs in a network may be 
observed

� Model statespace

� Decisions based on
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�

Flows on node Foreground flows
Background flows
Observed flows



Bayesian Partial Information Model

� Bayesian policy maps �

� Mapping must account for the complete history of states
� State space of the Bayesian program consists of the 

observation and information state.

� Every job departure and arrival provides information

8
YEQT-IV "Optimal Control in Stochastic Systems“, November 25-27, 2010

� Every job departure and arrival provides information
� Departure types cannot be observed, � apply information state.

.
�



Comparison of Static vs Dynamic Assignment  

� Foreground performance gain 
of dynamic (full observability) over static policy:
� Large when background traffic loads are equal (Light)

� Decreasing gains as the background traffic load differences increase (Light)

� Highly sensitive to decision subtilty (non-Light)
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Light foreground traffic load (ρ0=0.1) Medium foreground traffic load (ρ0=0.9)



Dynamic Assignment : Bayesian vs. Full Observabilit y

.
�

�Simulating dynamic policies in equal capacity PS-nodes
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�Bayesian algorithm performs close to full-obs.

Background traffic load on node 2
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source destinationsource destination

Applicaton to communication networks
satcom

wired
VHF

satcom

wired
VHF
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� Practical complexity:

� Packet level dynamics

� MAC transmission cycles

� Protocol interplay



Load of 35% may generate
easily 80% effective load

Applicaton to communication networks
using effective load
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effective

file
eff TP

X
λρ =:“Effective load”:

� Effective service rate of a transfer depends on many lower-level details
(TCP parameters, MAC parameters PHY...)

average file size

“effective throughput”



Dynamic Assignment in simulated network equipment

.
�

�Dynamic policies in equal capacity networks
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�Bayesian algorithm again closely matches full 
observation in real networking environment.

(Traffic loads are “Effective Loads”)

Background traffic load on network 2
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Remark and Challenges

Remark:

�Bayesian updates in this case (due to the arrival type 
observability� deterministic state transition) keeps 
dimensionality at reasonably low levels.

Challenges:

14
YEQT-IV "Optimal Control in Stochastic Systems“, November 25-27, 2010

�Performance of the Bayesian policy in a network with 
unequal service capacity.

�Impact of policies on background traffic performance.

�Phase-type distributions for jobs
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