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Motivation: Collaborative call centers  

(Source:Wikipedia) 

• Blocked calls → Forwarded to another call center 

– Satisfied customers → departure 

– Non-satisfied customers → reattempt to the original call center 

 

Call center 1 

Call center 2 

Satisfied customer 
Non-satisfied customer (retrial) 

Blocked customer 

Primary customer 
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• Level-dependent quasi-birth-and-death process (LDQBD) 

Extra call lines 

Call  Agents 

New calls 

Redials 

Abandon: 1-r 

Retry: r 

c servers 

K-c  

Related work: Choi et al. (1999),  Gomez-corral et al. (1999) 

Phung-Duc et al. (JIMO 2010, Annals of OR 2011) 

Abandon forever Join the orbit 



LDQBD of the M/M/c/K retrial queue 

• C(t): # of customers in the system at time t (phase) 

• N(t): # of customers in the orbit at time t (level) 

• X(t)= (C(t), N(t)) forms a LDQBD on the state space  
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𝜋𝑘,𝑛= lim
𝑡→∞
Pr 𝐶 𝑡 = 𝑘,𝑁 𝑡 = 𝑛 ,  𝑘, 𝑛 ∈ 𝑆 



Block matrices 
Increases by 1 Decreases by 1 

Unchanged 



Existent result on LDQBD 
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Ramaswami and Taylor (1996) 
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Matrix continued fraction (Phung-Duc et al. 2010) 
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→ Numerical algorithms for 𝑅 𝑛  

Bright and Taylor 95 : expression of 𝑅 𝑛  in terms of infinite sum   

Today′s talk → Taylor series expansion for 𝑅 𝑛  

𝑓°𝑔 𝑥 = 𝑓(𝑔 𝑥 ) 



Special sparse structure 

1)1(

2

)1()(

1

)1(

0

)( )(   nnnnn
QRQQR

























p

n











000

0000

0000

0000

)1(

0Q

























)()(

2

)(

1

)(

0

)(

0000

0000

0000

n

K

nnn

n

rrrr 









R

).,,,( einvestigat we, of Instead )()(

1

)(

0

)()( n

K

nnnn rrr rR



Liu and Zhao (QUESTA 2010): p=q=r=1 

• Our contribution 

– Explicit Taylor series expansion for 𝑟𝑖
𝑛
 (𝑖 = 0,1,… , 𝐾) 

“kth-order for 𝑟𝑖
𝑛

=> (k + 1)th-order for 𝑟𝑖
𝑛

. No single expression 

 for a general k. The proof will soon become too cumbersome!!” 

Asymptotic result for 𝜋𝑐,𝑛 



Our results 

• Retrial customers may give up: q < 1 or r < 1 

𝑚 = 1,2, … 

• Retrial customers never give up: q = r = 1 

𝑚 = 0,1, … 

Different order!! lim
x→0
 |𝑂(𝑥)/𝑥 | = 𝐶 ≥ 0 

Today’s talk 



Equation for rate matrices 
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Censored Markov chain 

𝑄≤𝑛−1: Infinitesimal generator of the censored  
Markov chain on levels *0,1, … , 𝑛 − 1+ 

Nontrivial equation: 

Look at the last row! 
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This talk → Taylor series expansion for 𝑟𝐾−𝑘
𝑛

 from this two equations.  



𝑞 < 1 or 𝑟 < 1 

Retrial customers may give up 



Our results: One term expansion 



Mathematical induction 

lim
𝑛→∞
𝑛𝑟𝑖
𝑛
= 0, 𝑖 = 0,1,… , 𝐾 − 1, 𝑎𝑛𝑑 𝑟𝐾−0

𝑛
=
𝜆𝑝

𝑟 + 𝑟𝑞 

1

𝑛
+ 𝑜
1

𝑛
. 

Lemma 1 is true for 𝑘 = 0.  

We assume that Lemma 1 is true for 𝑘 ∶=  𝑘 − 1, 𝑖. 𝑒.  

lim
𝑛→∞
 𝑛𝑘𝑟𝑖

𝑛
= 0 𝑖 ≤ 𝐾 − 𝑘 , 𝑟𝐾−(𝑘−1)

𝑛
=𝛾1
𝑘−1 1

𝑛𝑘
 +  𝑜

1

𝑛𝑘
. 

We prove that Lemma 1 is true for 𝑘 , 𝑖. 𝑒.  

 lim
𝑛→∞
 𝑛𝑘+1𝑟𝑖

𝑛
= 0,   𝑟𝐾−𝑘

𝑛
 = 𝛾1

𝑘 1
𝑛𝑘+1
+  𝑜 1

𝑛𝑘+1
, 

𝑖 = 0,1,… , 𝐾 − 𝑘 − 1. 

s , 𝑖 = 0,1, … , 𝐾 − 𝑘 ,  

Step 1: check for k=0 

Step 2: assumption for k-1 

Step 3: prove for k 



Proof of Lemma 1 (Step 1, k=0) 

lim
𝑛→∞
𝑟𝑘
(𝑛)
= 0, 𝑘 = 0,1, … , 𝐾 

  𝑛𝜇𝑟𝑘
𝑛
≤ 𝜆𝑝,  𝑘 = 0,1, … , 𝐾 − 1 

−𝜆𝑟0
𝑛
− 𝑛𝜇𝑟0

𝑛
+ 𝜈1𝑟1

𝑛
+ 𝑛 + 1 𝜇𝑟𝐾

𝑛
𝑟 𝑟0
𝑛+1
=   0 

→ 0 bounded 

lim 
𝑛→∞
𝑛𝑟0
𝑛
= 0 

𝜆𝑟0
𝑛
  − 𝜆 + 𝑛𝜇 + 𝜈1 𝑟1

𝑛
+ 𝜈2𝑟2

𝑛
+ 𝑛 + 1 𝜇,𝑟𝑟0

𝑛+1
+ 𝑟 𝑟1

𝑛+1
-𝑟𝐾
𝑛
=   0 

lim 
𝑛→∞
𝑛𝑟1
𝑛
= 0 

→ 0 → 0 → 0 

𝑟𝐾−0
𝑛
=

𝜆p

𝑟 + 𝑟𝑞 𝜇𝑛 
+ 𝑜(
1

𝑛
) 

→ 0 

lim 
𝑛→∞
𝑛𝑟𝐾−1
𝑛
= 0 

1

𝑟 + 𝑟𝑞 
  lim 

𝑛→∞
𝑛𝑟𝑖
𝑛
+

𝐾−1

𝑖=0

lim 
𝑛→∞
𝑛𝑟𝐾
𝑛
=

𝜆p

𝑟 + 𝑟𝑞 𝜇 
 

1

𝑟 + 𝑟𝑞 
   𝑟𝑖

𝑛
+

𝐾−1

𝑖=0

𝑟𝐾
𝑛
=

𝜆p

𝑟 + 𝑟𝑞 𝜇𝑛
 

Similarly  

→ 0 



Step 2: Lemma 1 is true for k-1 
(assumption) 

• lim
𝑛→∞
 𝑛𝑘+1𝑟𝑖

𝑛 = 0, 𝑖 = 0,1, … , 𝐾 − 𝑘 − 1 (Easy) 

• Key equation → one term expansion for 𝑟𝐾−𝑘
𝑛

 

We assume that Lemma 1 is true for 𝑘 ∶=  𝑘 − 1, 𝑖. 𝑒.  

lim
𝑛→∞
 𝑛𝑘𝑟𝑖

𝑛
= 0 𝑖 ≤ 𝐾 − 𝑘 , 𝑟𝐾−(𝑘−1)

𝑛
=𝛾1
𝑘−1 1

𝑛𝑘
 +  𝑜

1

𝑛𝑘
. 

Step 2: assumption for k-1 

Key equation 



One term expansion (cont.) 
Key equation 

𝑟𝐾−𝑘
𝑛
= 𝛾1
𝑘 1

𝑛𝑘+1
+ 𝑜

1

𝑛𝑘+1
, where 𝛾1

𝑘
=
𝜈𝐾−𝑘+1

𝜇
𝛾1
𝑘−1

. 

 ← lim
𝑛→∞
 𝑛𝑘𝑟𝑖

𝑛
= 0 (𝑖 ≤ 𝐾 − 𝑘) 

One term expansion for 𝑟𝐾− 𝑘−1
𝑛

 

 ← lim
𝑛→∞
 𝑛𝑘𝑟𝑖

𝑛
= 0 (𝑖 ≤ 𝐾 − 𝑘) 

 ← lim
𝑛→∞
 𝑛𝑘𝑟𝑖

𝑛
= 0 



Two term expansion 

• We have two term expansion as follows 



Mathematical induction 

𝑟𝐾
𝑛
= 𝛾1
0 1

𝑛
− 𝛾2
0 1

𝑛2
+ 𝑂

1

𝑛3
. Lemma 3 is true for 𝑘 = 0.  

We assume that Lemma 3 is true for 𝑘 ∶=  𝑘 − 1, 𝑖. 𝑒.  

𝑟𝐾−(𝑘−1)
𝑛

=𝛾1
𝑘−1 1

𝑛𝑘
− 𝛾2
𝑘−1 1

𝑛 𝑘+1
 + 𝑂

1

𝑛𝑘+2
. 

We prove that Lemma 3 is true for 𝑘 , 𝑖. 𝑒. 

𝑟𝐾−𝑘
𝑛

=𝛾1
𝑘 1

𝑛𝑘+1
− 𝛾2
𝑘 1

𝑛 𝑘+2
 + 𝑂

1

𝑛𝑘+3
.  

Step 1: check for k=0 

Step 2: assumption for k-1 

Step 3: proof for k 



Step 1 (check for k=0) 

𝑟𝐾
(𝑛)
= 𝛾1
0 1

𝑛
−
1

𝑟 + 𝑟𝑞 
  𝑟𝑖

𝑛

𝐾−1

𝑖=0

         =             𝛾1
0 1

𝑛
− 𝛾2
0 1

𝑛2
+ 𝑂(
1

𝑛3
) 

𝛾2
0
=
𝛾1
1

𝑟 + 𝑟𝑞 
=
𝜈𝐾𝜆𝑝

𝜇2 𝑟 + 𝑟𝑞 2
  

Lemma 2 

𝑟𝐾−0
𝑛
 has two term expansion! 

Lemma 3 for k = 0 



Step 2: Lemma 3 is true for k-1 
(assumption) 

We assume that Lemma 3 is true for 𝑘 ∶=  𝑘 − 1, 𝑖. 𝑒.  

𝑟𝐾−(𝑘−1)
𝑛

=𝛾1
𝑘−1 1

𝑛𝑘
− 𝛾2
𝑘−1 1

𝑛 𝑘+1
 +  𝑜

1

𝑛𝑘+2
. 

Step 2: assumption for k-1 (𝑘 ≥ 1) 

Key equation 

• Key equation → two term expansion for 𝑟𝐾−𝑘
𝑛

 



Lemma 2 (one term expansion) 

Two term expansion 

Lemma 2 (one term)  

• Substituting these formulae to Key equation. 

Key equation 

• Two term expansion for 𝑟𝐾−𝑘
𝑛

 

Lemma 2 (one term expansion) 



Two term expansion 

• We obtain two term expansion for 𝑟𝐾−𝑘
𝑛

 



Main result 

• m term expansion  



Further definition 



Derivation 

• The derivation for 𝑚 ≥ 3  term  

expansion of 𝑟𝐾−𝑘
𝑛
 𝑘 = 0,1, … , 𝐾 is  

similar to that for the case 𝑚 = 1,2 

 

• The key tool is the following expansion 



Asymptotic formulae for the stationary 
distribution 

Using the three term expansion for 𝑟𝐾
𝑛

   



Numerical results 

• Exact  𝑟 𝑁  (Phung-Duc et al. 2010) Relative error: 𝑟 𝑁 − 𝑟 𝑁 /||𝑟 𝑁 ||   



Numerical results 

• Relative error is quite small!! 



Part II: 𝑞 = 𝑟 = 1 

Retrial customers never give up 



One term expansion 





Further definitions 



Conclusion 

• Conclusion 
– Multiserver retrial queues with two type of 

nonpersistent customers 

– Level-dependent QBD formulation  

– Taylor series expansion for the rate matrices  

– Asymptotic analysis  

– Numerical examples 

• Future work 
– More dense rate matrices 

– Work in progress!! 

 


