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Abstract

Let \((X_1, Y_1), \ldots, (X_n, Y_n)\) be a random sample from a bivariate distribution function \(F\) in the domain of max-attraction of a distribution function \(G\). This \(G\) is characterised by the two extreme value indices and its spectral or angular measure. The extreme value indices determine both the marginals and the spectral measure determines the dependence structure of \(G\). One of the main issues in multivariate extreme value theory is the estimation of this spectral measure. We construct a truly nonparametric estimator of the spectral measure, based on the ranks of the above data. Under natural conditions we prove consistency and asymptotic normality for the estimator. In particular, the result is valid for all values of the extreme value indices. The theory of (local) empirical processes is indispensable here. An application is given.
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1 Introduction

In two-dimensional space as in one-dimensional space, if one has to do inference in the tail of a distribution outside the range of the observations, a rational way to proceed is to use extreme value theory, i.e. to model the tail asymptotically as an extreme-value distribution. In order to turn this into a useful tool, one has to estimate the parameters of the fitted extreme-value distribution. In fact there is no finite-dimensional parametrisation in the higher-dimensional case: the probability distribution is characterised by the extreme value indices and an arbitrary

*Research partially supported by a Fulbright Grant and by European Union HCM grant ERB CHRX-CT 940693. J. Einmahl thanks the Dept. of Statistics of Florida State University for kind hospitality.
†L. de Haan and V. Piterbarg were partially supported by the Stochastics Centre in Gothenburg.
‡Research partially supported by Russian Federation RFPI Grants 95-01-01232, 97-01-00648, 98-01-00524 and Netherlands organization of scientific research though the program Computer intensive methods in Statistics.
finite measure, the spectral or angular measure. The estimation of this spectral measure is one of the main issues in multivariate extreme value theory. In this paper a natural non-parametric estimator is constructed and its asymptotic properties are derived. In order to describe the setup, we have to start by explaining the probabilistic background.

Let \((X,Y), (X_1,Y_1), (X_2,Y_2), \ldots, (X_n,Y_n)\) be i.i.d. with common distribution function \(F\). Suppose that there are normalizing constants \(a_n, c_n > 0\) and \(b_n, d_n\) such that the sequence of distribution functions

\[
P\left\{ \frac{\max_{1 \leq i \leq n} X_i - b_n}{a_n} \leq x, \frac{\max_{1 \leq i \leq n} Y_i - d_n}{c_n} \leq y \right\}
\]

converges to a limit distribution function, say \(G(x, y)\), with non-degenerate marginals, i.e.

\[
\lim_{n \to \infty} F^n(a_n x + b_n, c_n y + d_n) = G(x, y)
\]

for all but countably many \(x\) and \(y\). The two marginal distribution functions are automatically extreme value distribution functions and we choose the constants \(a_n, c_n, b_n\) and \(d_n\) such that for some \(\gamma_1, \gamma_2 \in \mathbb{R},\)

\[
G(x, \infty) = \exp \left\{ -(1 + \gamma_1 x)^{-1/\gamma_1} \right\}, \\
G(\infty, y) = \exp \left\{ -(1 + \gamma_2 y)^{-1/\gamma_2} \right\}.
\]

Then there is a finite measure \(\Phi\) on \([0, \pi/2]\), the spectral measure, such that

\[
G \left( \frac{x^{\gamma_1} - 1}{\gamma_1}, \frac{y^{\gamma_2} - 1}{\gamma_2} \right) = \exp \left\{ -\int_{0}^{\pi/2} \left( \frac{1 \wedge \tan \theta}{x} \sqrt{\frac{1 \wedge \cot \theta}{y}} \right) \Phi(d\theta) \right\}
\]

and

\[
\int_{0}^{\pi/2} (1 \wedge \tan \theta) \Phi(d\theta) = \int_{0}^{\pi/2} (1 \wedge \cot \theta) \Phi(d\theta) = 1.
\]

This is a variant, useful for our purposes, of the usual representation, cf. de Haan and Resnick (1977), Deheuvels (1978) and Pickands (1981). For more background material see Einmahl, de Haan and Sinha (1997).

An alternative useful way to express (1) is

\[
\lim_{n \to \infty} n(1 - F(a_n x + b_n, c_n y + d_n)) = -\log G(x, y).
\]

A continuous version also holds,

\[
\lim_{t \to \infty} t(1 - F(a(t) x + b(t), c(t) y + d(t))) = -\log G(x, y)
\]

for suitable functions \(a, c > 0\), and \(b\) and \(d\), or

\[
\lim_{t \to \infty} t P \left\{ \frac{X - b(t)}{a(t)} > \frac{x^{\gamma_1} - 1}{\gamma_1} \text{ or } \frac{Y - d(t)}{c(t)} > \frac{y^{\gamma_2} - 1}{\gamma_2} \right\} =
\]

\[
= -\log G \left( \frac{x^{\gamma_1} - 1}{\gamma_1}, \frac{y^{\gamma_2} - 1}{\gamma_2} \right) = \int_{0}^{\pi/2} \left( \frac{1 \wedge \tan \theta}{x} \sqrt{\frac{1 \wedge \cot \theta}{y}} \right) \Phi(d\theta)
\]
for \( x, y > 0 \), where we can choose \( b(t) = F_1^{-}(1 - 1/t) \) and \( d(t) = F_2^{-}(1 - 1/t) \), with \( F_1 \) and \( F_2 \) the marginals of \( F \). This implies
\[
\lim_{t \to \infty} \mathbb{P} \left\{ \frac{X - b(t)}{a(t)} > \frac{x^n - 1}{\gamma_1} \text{ or } \frac{Y - d(t)}{c(t)} > \frac{y^n - 1}{\gamma_2} \left| X > b(t) \text{ or } Y > d(t) \right. \right\} = \\
= \int_{0}^{\pi/2} \left( \frac{1 \wedge \tan \theta}{x} \vee \frac{1 \wedge \cot \theta}{y} \right) \Phi(d\theta)/\Phi \left[ \left[ 0, \frac{\pi}{2} \right] \right].
\] (4)

Relation (4) has an interpretation analogous to the Generalised Pareto setup in one-dimensional extreme value theory: observations outside a large rectangle \((-\infty, b(t)) \times (-\infty, d(t))\) can be considered as i.i.d. random variables with approximate distribution function
\[
1 - \int_{0}^{\pi/2} \left( \frac{1 \wedge \tan \theta}{(1 + \gamma_1 x)^{1/\gamma_1}} \vee \frac{1 \wedge \cot \theta}{(1 + \gamma_2 y)^{1/\gamma_2}} \right) \Phi(d\theta)/\Phi \left[ \left[ 0, \frac{\pi}{2} \right] \right].
\]
This interpretation is the basis for estimating \( \Phi \).

Relation (3) becomes simpler if we apply a preliminary transformation to the marginals:
\[
\lim_{t \to 0} t^{-1} \mathbb{P} \{ 1 - F_1(X) \leq tx \text{ or } 1 - F_2(Y) \leq ty \} = \int_{0}^{\pi/2} \left( \frac{x}{1 \vee \cot \theta} \vee \frac{y}{1 \vee \tan \theta} \right) \Phi(d\theta),
\] (5)
(cf. de Haan and Resnick (1977)) or, more generally, for any Borel set \( A \) in \([0, \infty)^2 \setminus \{(\infty, \infty)\}\),
\[
\lim_{t \to 0} t^{-1} \mathbb{P} \{ (1 - F_1(X), 1 - F_2(Y)) \in tA \} = \Lambda(A)
\] (6)
provided \( \Lambda(\partial A) = 0 \) with the measure \( \Lambda \) on \([0, \infty)^2 \setminus \{(\infty, \infty)\}\) defined by
\[
\Lambda \{ ([x, \infty] \times [y, \infty])^c \} = \int_{0}^{\pi/2} \left( \frac{x}{1 \vee \cot \theta} \vee \frac{y}{1 \vee \tan \theta} \right) \Phi(d\theta).
\] (7)
Or, with \( P \) the measure on \([0, 1]^2\) induced by \((X, Y) := (1 - F_1(X), 1 - F_2(Y))\),
\[
\lim_{t \to 0} t^{-1} P(tA) = \Lambda(A).
\] (8)
These relations show how one can get \( \Lambda \) from \( F \) and hence it shows a way to estimate \( \Lambda \). A slightly more complicated relation shows how to get \( \Phi \) from \( F \): apply (6) to the set
\[
C_\theta := \left\{ (x, y) \in [0, \infty)^2 : x \wedge y \leq 1, y \leq x \tan \theta \right\}.
\]
The result is
\[
\lim_{t \to 0} t^{-1} \mathbb{P} \{ (1 - F_1(X)) \wedge (1 - F_2(Y)) \leq t, 1 - F_2(Y) \leq (1 - F_1(X)) \tan \theta \}
\]
\[
\lim_{t \to 0} t^{-1} \mathbb{P} \{ X \wedge Y \leq t, Y \leq X \tan \theta \} = \Lambda(C_\theta) = \Phi(\theta)
\] (9)
for all but countably many \( \theta \). Note that we simplified the notation: \( \Phi(\theta) := \Phi([0, \theta]) \).

In order to turn the left-hand side of (9) into an estimator for \( \Phi \), we have to replace \( F_1 \) and \( F_2 \) and the unknown probability measure \( P \) with empirical counterparts. In Einmahl, de Haan and Sinha (1997) this has been done by replacing \( P \) with the empirical measure and the tails \( 1 - F_1(x) \) and \( 1 - F_2(y) \) with the fitted Pareto tails,
\[
t \left( 1 + \gamma_1 \frac{x - b(t)}{a(t)} \right)^{-1/\gamma_1} \quad \text{and} \quad t \left( 1 + \gamma_2 \frac{y - d(t)}{c(t)} \right)^{-1/\gamma_2}
\]
(based on one-dimensional versions of (3)). The necessity to estimate six parameters causes mathematical problems: asymptotic normality was only proved for $\gamma_1, \gamma_2 > 0$.

In this paper we replace $P$, $F_1$ and $F_2$ by the corresponding empirical measures and consider the following purely non-parametric estimator based on the relations (8) and (9):

$$\hat{\Phi}(\theta) := \frac{n}{k} \hat{P}_n \left( \frac{k}{n} C_\theta \right)$$

$$= \frac{1}{k} \sum_{i=1}^{n} \text{1}_{\{(n+1-R_i^X) \wedge (n+1-R_i^Y) \leq k, n+1-R_i^X \leq (n+1-R_i^Y) \tan \theta \}}$$

$$= \frac{1}{k} \sum_{i=1}^{n} \text{1}_{\{R_i^X \vee R_i^Y \geq n+1-k, n+1-R_i^Y \leq (n+1-R_i^X) \tan \theta \}}$$

where $R_i^X$ is the rank of $X_i$ among $X_1, \ldots, X_n$, $R_i^Y$ is the rank of $Y_i$ among $Y_1, \ldots, Y_n$ and for any Borel set $C \subset [0,1]^2$,

$$\hat{P}_n(C) := \frac{1}{n} \sum_{i=1}^{n} 1_C(\hat{X}_i, \hat{Y}_i),$$

where

$$(\hat{X}_i, \hat{Y}_i) := \frac{1}{n} (n+1-R_i^X, n+1-R_i^Y).$$

We shall prove that $\hat{\Phi}$ is weakly consistent for $\Phi$ provided $k = k(n) \to \infty$, $k(n) = o(n)$, $n \to \infty$, and strongly consistent if moreover $k(n)/\log \log n \to \infty$, $n \to \infty$. We shall give further conditions on $\Phi$ and the sequence $k(n)$ that ensure asymptotic normality.

The estimator seems natural, since it is essentially the empirical distribution function. Although the mathematical details of the derivation are delicate, the asymptotic results are rather simple and valid for all $\gamma_i \in R$, $i = 1, 2$. The non-parametric estimator seems to perform well in applications, better than the semi-parametric one described above (cf. de Haan and de Ronde (1998) or the reports on the Neptune project, Draisma et al. (1996, 1997)).


If one takes any of the mentioned estimators for $\Lambda$ and one uses it to estimate the extreme-value distribution $G$ via (2) and (7):

$$G \left( \frac{x-n-1}{\gamma_1}, \frac{y-n-1}{\gamma_2} \right) = \exp \left\{ -\Lambda \left\{ \left[ [x, \infty] \times [y, \infty] \right]^c \right\} \right\},$$

this leads to an estimator of $G$ that is itself not necessarily an extreme value distribution (only max-infinitely divisible). If one estimates $G$ via (2) using $\Phi$, one does get an extreme value distribution.

Apart from this, $\hat{\Phi}$ is useful for assessing the amount of independence in the tail of $F$. (Note that $G$ has independent marginals if and only if $\Phi$ is concentrated on $\{0, \pi/2\}$). $\hat{\Phi}$ is also necessary as a building block for the analysis of probabilities of rare sets in an extreme value context (de Haan and Sinha (1997)).
The writeup is for the two dimensional situation. The higher dimensional case can be dealt with in a similar way, but the technical details are much more involved.

The results are presented in Section 2. The proof of the main Theorem is given in Section 3. Section 4 contains an application.

2 Main Results

Our point of departure is now (6) or (8), that is, we consider a probability measure $P$ on $[0,1]^2$ with distribution function $F$ which has uniform-$[0,1]$ marginals and assume there exists a measure $\Lambda$ such that

$$\lim_{t \to 0} \frac{1}{t} P(tA) = \Lambda(A)$$

for all measurable $A \subset [0,\infty)^2 \setminus \{(0,\infty) \}$ with $\Lambda(\partial A) = 0$, where $tA = \{(tx, ty) : (x, y) \in A\}$. Note that $\Lambda([0, x] \times [0, y]) = t\Lambda([0, x] \times [0, y])$ and that $0 \leq \Lambda([0, x] \times [0, y]) \leq x \wedge y$. Furthermore $\Lambda([0, \infty) \times [0, x]) = \Lambda([0, x] \times [0, \infty]) = x$. Set

$$C_\theta = \{(x, y) \in [0, \infty)^2 : x \wedge y \leq 1, y \leq x \tan \theta\}, \quad \theta \in \left[0, \frac{\pi}{2}\right].$$

We consider $(X_1, Y_1), \ldots, (X_n, Y_n)$ where $(X_i, Y_i) = (1 - F_{1i}(X_i), 1 - F_{1i}(Y_i)), i = 1, \ldots, n$. We denote the marginal empirical distribution functions of $(X_1, Y_1), \ldots, (X_n, Y_n)$ with $F_{1n}$ and $F_{2n}$, so, e.g., $F_{1n}(x) = \frac{1}{n} \sum_{i=1}^n 1_{(-\infty, x]}(X_i)$. Now we transform the data by $F_{1n}$ and $F_{2n}$ in the following way: $(\hat{X}_i, \hat{Y}_i) = (F_{1n}(X_i), F_{2n}(Y_i)), i = 1, \ldots, n$. Observe that the thus obtained data are no longer independent (with respect to $i$). This dependence is non-negligible and creates a major technical problem. Denote the empirical measures of the $(X_i, Y_i)$ and $(\hat{X}_i, \hat{Y}_i), i = 1, \ldots, n$ with $P_n$ and $\hat{P}_n$, respectively, so

$$\hat{P}_n(C) = \frac{1}{n} \sum_{i=1}^n 1_C(\hat{X}_i, \hat{Y}_i).$$

Let $k = k(n) \leq n$ be a sequence of positive numbers such that

$$k \to \infty \quad \text{and} \quad k/n \to 0 \quad \text{as} \quad n \to \infty. \quad (10)$$

Recall $\Phi(\theta) = \Lambda(C_\theta)$ and $\hat{\Phi}(\theta) = \frac{k}{n} \hat{P}_n(\frac{k}{n} C_\theta)$.

Theorem 1 1. Suppose (1) and (10) hold. Then

$$\hat{\Phi} \Rightarrow \Phi$$

in the vague topology on the space $M_+([0, \pi/2])$ of nonnegative Radon measures on $[0, \pi/2]$.

2. Suppose in addition that

$$k/\log \log n \to \infty$$

as $n \to \infty$. Then

$$\hat{\Phi} \Rightarrow \Phi, \ a.s.$$
Proof. 1. We know from Huang (1992), Chapter 2, Theorem 1, that in the vague topology on $M_{+}((0,\infty)^2 \setminus \{(0,0)\})$ the measure $\hat{\Lambda}$ represented by

$$
\hat{\Lambda} \{(x,\infty) \times (y,\infty)\} := \frac{1}{k} \sum_{i=1}^{n} I\{R_{i}^{x} > n+1-ky \text{ or } R_{i}^{y} > n+1-kx\}
$$

satisfies

$$
h \Rightarrow \hat{\Lambda} \Rightarrow \Lambda.
$$

Next consider the transformation $T: M_{+}([0,\infty)^2 \setminus \{(\infty,\infty)\}) \to M_{+}([0,\infty) \times [0,\pi/2])$ defined by

$$
\hat{T}\Lambda := \Lambda \circ T^{-1}
$$

where $T := ([0,\infty)^2 \setminus \{(\infty,\infty)\}) \to ([0,\infty) \times [0,\pi/2]$ is defined by $T(x,y) = (r,\omega)$ with $r = x \wedge y$, $\omega = \arctan(y/x)$. Note that $T^{-1}$ is a continuous function. So if $K \subset [0,\infty) \times [0,\pi/2]$ is a compact set, then $T^{-1}(K)$ is a compact set in $[0,\infty)^2 \setminus \{(\infty,\infty)\}$. So by Resnick (1987, Proposition 3.18, page 148), we get that $T$ is a continuous map in the vague topology. Thus we get that

$$
\hat{\Lambda} \circ T^{-1} \Rightarrow \hat{\Lambda} \circ T^{-1}.
$$

But since $\hat{\Phi}(\cdot) = \hat{\Lambda} \circ T^{-1}([0,1] \times \cdot)$ and $\Phi(\cdot) = \Lambda \circ T^{-1}([0,1] \times \cdot)$, we conclude that

$$
\hat{\Phi} \Rightarrow \Phi
$$

in the vague topology.

2. We have from Qi (1997) that under the stated conditions

$$
\hat{\Lambda} \to \Lambda, \text{ a.s.}
$$

in the vague topology. The rest of the proof is the same as in the first part. \qed

We will now consider the process

$$
\sqrt{k} \left( \hat{\Phi}(\theta) - \Phi(\theta) \right), \quad \theta \in [0,\pi/2].
$$

We will assume that the density $\lambda$ of $\Lambda$ exists and that it is continuous on $[0,\infty)^2 \setminus \{(0,0)\}$. Observe that $\lambda(tx,ty) = \frac{t}{k}\lambda(x,y)$. Define

$$
\hat{C}_{\theta} = \frac{n}{k} \left\{ (x,y) \in [0,\infty)^2 \setminus \{(\infty,\infty)\}: \ (F_{1n}(x),F_{2n}(y)) \in \frac{k}{n}C_{\theta} \right\}.
$$

Then we have (note $\hat{P}_{n}(\frac{k}{n}C_{\theta}) = P_{n}(\frac{k}{n}C_{\theta})$)

$$
\sqrt{k} \left( \hat{\Phi}(\theta) - \Phi(\theta) \right) = \sqrt{k} \left( \frac{n}{k}P_{n} \left( \frac{k}{n}\hat{C}_{\theta} \right) - \frac{n}{k}P \left( \frac{k}{n}\hat{C}_{\theta} \right) \right) \\
+ \sqrt{k} \left( \frac{n}{k}P_{n} \left( \frac{k}{n}\hat{C}_{\theta} \right) - \Lambda \left( \hat{C}_{\theta} \right) \right) \\
+ \sqrt{k} \left( \Lambda \left( \hat{C}_{\theta} \right) - \Lambda (C_{\theta}) \right) \\
:= V_{1}(\theta) + r(\theta) + V_{2}(\theta), \quad \theta \in [0,\pi/2]. \quad (11)
$$

Define $W_{\Lambda}$ to be a Wiener process with “time” $\Lambda$, i.e. a centred Gaussian process with $EW_{\Lambda}(C)W_{\Lambda}(\hat{C}) = \Lambda(C \cap \hat{C})$. Note that

$$
\{W_{\Lambda}(C), \theta \in [0,\pi/2]\} \overset{d}{=} \{W(\Phi(\theta)), \theta \in [0,\pi/2]\},
$$
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with \( W \) a standard Wiener process on \([0, \infty)\). Define \( W_1(x) = W_\Delta([0, x] \times [0, \infty)) \) and \( W_2(y) = W_\Delta([0, \infty) \times [0, y]) \). Note that \( W_1 \) and \( W_2 \) are also standard Wiener processes. Define the process \( Z \) by

\[
Z(\theta) = \int_0^{1V_{1\alpha_\theta}} \lambda(x, x \tan \theta) \{W_1(x \tan \theta) - W_2(x \tan \theta)\} \, dx
\]

\[-W_2(1) \int_{1V_{1\alpha_\theta}}^{\infty} \lambda(x, 1) \, dx
\]

\[-1_{[\pi/4, \pi/2]}(\theta) W_1(1) \int_{1}^{\tan \theta} \lambda(1, y) \, dy, \quad \theta \in [0, \pi/2].
\]

Our aim is to show that \( V_1(\theta) \overset{d}{\rightarrow} W_\Delta(C_\theta) \), \( r(\theta) \overset{d}{\rightarrow} 0 \) and \( V_2(\theta) \overset{d}{\rightarrow} Z(\theta) \), where \( \overset{d}{\rightarrow} \) denotes weak convergence in \( D[0, \pi/2] \), with the supremum norm.

Now we are almost ready to present the theorem on the weak convergence of \( \sqrt{k} \left( \Phi - \Phi \right) \), but we need two conditions. Let \( \mathcal{A} = \mathcal{A}(\Delta, M) \) be as in the proof of the theorem and write \( \mathcal{A}' = \{ A \cap A' : A, A' \in \mathcal{A} \} \).

**Condition 1**

\[
\sup_{A \in \mathcal{A}'} \left| \frac{n}{k} P \left( \frac{k}{n} A \right) - \Lambda(A) \right| \to 0.
\]

Let \( C_n \subset [0, \infty)^2 \setminus \{0, \infty\} \) be a sequence of sets. Write \( C_n(x) = C_n \cap \{x\} \times [0, \infty)\) and assume \( C_n \) is such that \( C_n(x) \) is of the form \( \{x\} \times [0, b_n(x)] \), \( \{0, b_n(x)\} = \emptyset \) possibly for some \( b_n(x) \).

**Condition 2a** For all \( L > 0 \) we have: if for some \( \theta \in [0, \pi/4] \),

\[
\sqrt{k} \sup_{0 \leq \varepsilon \leq \frac{\pi}{4\alpha_\theta}} |b_n(x) - ((x \tan \theta) \wedge 1)| \leq L(x \tan \theta) \frac{\varepsilon}{\varepsilon},
\]

(12)

for all \( n \in \mathbb{N} \), then

\[
\lim_{n \to \infty} \sup \sqrt{k} \left| \frac{n}{k} P \left( \frac{k}{n} C_n \right) - \Lambda(C_n) \right| = 0,
\]

where the 'sup' is taken over all \( C_n \) satisfying (12) for some \( \theta \in [0, \pi/4] \).

**Condition 2b** is similar to Condition 2a, but with \( x \) and \( y \) interchanged.

**Theorem 2** Assume the framework of Section 1 and suppose \( \Lambda \) has a continuous density \( \lambda \) on \([0, \infty)^2 \setminus \{(0, 0)\} \). Under Conditions 1, 2a and 2b we have, as \( n \to \infty \),

\[
\sqrt{k} \left( \Phi(\theta) - \Phi(\theta) \right) \overset{d}{\rightarrow} W_\Delta(C_\theta) + Z(\theta), \quad \text{in } D[0, \pi/2].
\]

Note that \( W_\Delta(C_0) + Z(0) = 0 \) a.s.; also

\[
Z(\pi/2) = -W_2(1) \int_{1}^{\infty} \lambda(x, 1) \, dx - W_1(1) \int_{1}^{\infty} \lambda(1, y) \, dy \quad \text{a.s.}
\]
3 Proof of Theorem 2

A.

We first prove weak convergence of \( \sqrt{n} \left( \Phi(\theta) - \Phi_0(\theta) \right) \) in \( D[0, \pi/4] \). More precisely, we will show that for probabilistically equivalent versions of the processes involved, as \( n \to \infty \),

\[
\sup_{\theta \in [0, \pi/4]} \left| \sqrt{n} \left( \Phi(\theta) - \Phi_0(\theta) \right) - (W_n(C_\theta) + Z(\theta)) \right| \overset{P}{\to} 0
\]

(13)

In the sequel we will replace \( \hat{C}_\theta, \theta \in [0, \pi/4] \), by

\[
\left\{ (x, y) : y \leq \frac{n}{k} Q_{2n} \left( (\tan \theta) F_{2n} \left( \frac{k}{n} \right) \right), 0 \leq y \leq \frac{n}{k} Q_{2n} \left( \frac{k}{n} \right) \right\},
\]

where \( Q_{jk} \) is the quantile function corresponding to \( F_{jn} \), \( j = 1, 2 \), and call it \( \hat{C}_\theta \) again. Both sets are not exactly equal due to the fact that \( F_{2n} \) is a step-function, but the difference is negligible for our purposes. Define the marginal tail empirical processes by

\[
w_{jn} = \left\{ \frac{n}{\sqrt{k}} \left( F_{jn} \left( \frac{k}{n} \right) - \frac{k}{n} \right), 0 \leq x \leq \frac{n}{k}, \right. \\
\left. 0, \quad x > \frac{n}{k}, \quad j = 1, 2, \right.
\]

and the marginal tail quantile process by

\[
v_{jn} = \left\{ \frac{n}{\sqrt{k}} \left( Q_{jn} \left( \frac{k}{n} \right) - \frac{k}{n} \right), 0 \leq x \leq \frac{n}{k}, \right. \\
\left. 0, \quad x > \frac{n}{k}, \quad j = 1, 2, \right.
\]

Note that

\[
\frac{n}{\sqrt{k}} Q_{2n} \left( (\tan \theta) F_{2n} \left( \frac{k}{n} \right) \right) = x \tan \theta + \frac{1}{\sqrt{k}} \left\{ (\tan \theta) w_{1n}(x) + v_{2n} \left( x \tan \theta + \frac{1}{\sqrt{k}} (\tan \theta) w_{1n}(x) \right) \right\}
\]

(14)

A.1.

First we deal with \( V_1(\theta) \) in (11). Let \( \Delta > 0 \), such that \( 1/\Delta \in N \). Let \( p = 0, 1, 2, ..., \frac{1}{\Delta} - 1 \), and define \( I_\Delta(p) = \left[ \frac{p \tan \theta}{\Delta}, \frac{(p + 1) \tan \theta}{\Delta} \right], \theta \in [0, \pi/4] \). We set \( \mathcal{A} \) to be the class containing all the following sets:

\[
\bigcup_{p=0}^{\frac{1}{\Delta} - 1} \left\{ (x, y) : x \in I_\Delta(p), 0 \leq y \leq x \tan \theta + \frac{1}{\Delta} \tan \theta \right\},
\]

for some \( \theta \in [0, \pi/4] \) and \( C_0, C_1, ..., C_{\frac{1}{\Delta} - 1} \in R \), and

\[
\{ (x, y) : y \leq b \}, \text{ for some } b \leq 2, \text{ and }
\]

\[
\{ (x, y) : x \leq a \}, \{ (x, y) : x \leq M, y \leq 2 \}, \text{ for some } a \leq M \text{ (later on } M \text{ will be taken large),}
\]

and

\[
\{ (x, y) : x \geq \frac{1}{\tan \theta}, y \leq b \}, \text{ for some } \theta \in [0, \pi/4] \text{ and } b \leq 2.
\]
Then \( A = A(\Delta, M) \) is a Vapnik-Chervonenkis (VC) class. Write
\[
  z_{n, \theta}(x) = (\tan \theta)w_{1n}(x) + v_{2n}\left(x \tan \theta + \frac{1}{\sqrt{k}}(\tan \theta)w_{1n}(x)\right)
\]
and note that \( \frac{n}{k}Q_{2n}\left(\frac{k}{n}\right) = 1 + \frac{1}{\sqrt{k}}v_{2n}(1) \). Define
\[
  V^+_{p,\Delta, \theta} = \sup_{x \in I_\Delta(p)} \left\{ z_{n, \theta}(x) \wedge (v_{2n}(1) + \sqrt{k}(1 - x \tan \theta)) \right\} / (x \tan \theta)^{\frac{1}{4}} ,
\]
and
\[
  V^-_{p,\Delta, \theta} = \inf_{x \in I_\Delta(p)} \left\{ z_{n, \theta}(x) \wedge (v_{2n}(1) + \sqrt{k}(1 - x \tan \theta)) \right\} / (x \tan \theta)^{\frac{1}{4}} ,
\]
Set, for either choice of sign,
\[
  H^\pm_{p,\Delta, \theta} = \left\{(x, y) : x \in I_\Delta(p), 0 \leq y \leq x \tan \theta + \frac{1}{\sqrt{k}}(x \tan \theta)^{\frac{1}{4}} V^\pm_{p,\Delta, \theta}\right\}
\]
and
\[
  M^\pm_{\Delta, \theta} = \bigcup_{p=0}^{k-1} H^\pm_{p,\Delta, \theta} .
\]
Here it should be noted, especially for \( p = 0 \), that the \( V^\pm_{p,\Delta, \theta} \) do not "blow up" as \( n \to \infty \). In particular, it is useful to write
\[
  \frac{v_{2n}\left(x \tan \theta + \frac{1}{\sqrt{k}}(\tan \theta)w_{1n}(x)\right)}{(x \tan \theta)^{\frac{1}{4}}} = \frac{v_{2n}\left(x \tan \theta + \frac{1}{\sqrt{k}}(\tan \theta)w_{1n}(x)\right)}{(x \tan \theta + \frac{1}{\sqrt{k}}(\tan \theta)w_{1n}(x))^{\frac{1}{4}}} \left((x \tan \theta)^{\frac{1}{4}} + \frac{1}{\sqrt{k}}(\tan \theta)^{\frac{1}{4}}w_{1n}(x)/x^{\frac{1}{4}}\right)
\]
and to use the fact that \( v_{2n}/I^{\frac{1}{4}} \) and \( w_{2n}/I^{\frac{1}{4}} \) are bounded in distribution (\( I \) is the identity function).

Now we apply Theorem 3.1 of Einmahl (1997), see also Einmahl, de Haan and Sinha (1997). Then using that \( A \) is a VC class and Condition 1, we have for a special construction (but keeping the same notation), as \( n \to \infty \),
\[
  \sup_{A \in A} \left| \sqrt{k} \left( \frac{n}{k}P_n\left(\frac{k}{n}A\right) - \frac{n}{k}P\left(\frac{k}{n}A\right)\right) - W_A(A) \right| \overset{a.s.}{\to} 0. \tag{15}
\]
Set \( \tilde{C}_{\theta, 1} = \{(x, y) \in C_{\theta} : x \leq \frac{1}{\tan \theta}\} \), \( \tilde{C}_{\theta, 2} = C_{\theta} \setminus \tilde{C}_{\theta, 1} \), and define for \( j = 1, 2 \),
\[
  V_{1,j}(\theta) = \sqrt{k}\left(\frac{n}{k}P_n\left(\frac{k}{n} \tilde{C}_{\theta,j}\right) - \frac{n}{k}P\left(\frac{k}{n} \tilde{C}_{\theta,j}\right)\right), \quad j = 1, 2.
\]
Then
\[
  V_{1,1}(\theta) \leq \sqrt{k}\left(\frac{n}{k}P_n\left(\frac{k}{n}M^+_{\Delta, \theta}\right) - \frac{n}{k}P\left(\frac{k}{n}M^+_{\Delta, \theta}\right)\right) + \sqrt{k}nP\left(\frac{k}{n}(M^+_{\Delta, \theta} \setminus M^-_{\Delta, \theta})\right) =: V_{1,1}(\theta) + r_1(\theta) ; \tag{16}
\]
similarly

\[ V_{1,1}(\theta) \geq \sqrt{k} \left( \frac{n}{k} P \left( \frac{k}{n} M_{\Delta,0}^- \right) - \frac{n}{k} P \left( \frac{k}{n} M_{\Delta,0}^+ \right) \right) \]

\[ - \sqrt{k} \frac{n}{k} P \left( \frac{k}{n} \left( M_{\Delta,0}^+ \setminus M_{\Delta,0}^- \right) \right) \]

\[ =: V_{1,1}^- (\theta) - r_1 (\theta). \] (17)

We now first deal with \( r_1 (\theta) \) and next with \( V_{1,1}^- (\theta) \).

Using Condition 2a and the results on the behaviour of weighted tail empirical and quantile processes (see Einmahl (1992, 1997)) we can show that, as \( n \to \infty \),

\[ \sup_{\theta \in [0, \pi/4]} \left| r_1 (\theta) - \sqrt{k} \Lambda \left( M_{\Delta,0}^+ \setminus M_{\Delta,0}^- \right) \right| \Rightarrow 0. \] (18)

Now consider

\[ \sup_{\theta \in [0, \pi/4]} \sqrt{k} \Lambda \left( M_{\Delta,0}^+ \setminus M_{\Delta,0}^- \right). \] (19)

Note that

\[ \sqrt{k} \Lambda \left( M_{\Delta,0}^+ \setminus M_{\Delta,0}^- \right) \]

\[ = \sqrt{k} \sum_{p=0}^{k-1} \int_{0}^{\pi/2} \int_{0}^{\pi/2} \lambda (x, y) dy \, dx. \]

Setting \( y = x \tan \theta + \frac{1}{\sqrt{k}} (x \tan \theta) = 1 \) we obtain

\[ \sum_{p=0}^{k-1} \int_{0}^{\pi/2} \int_{0}^{\pi/2} \lambda (x, x \tan \theta + \frac{1}{\sqrt{k}} (x \tan \theta) = 1) \, dx \, dy. \]

\[ \leq 16 \sup_{y \geq 0} \lambda (1, y) \max_{p \in \{0, 1, \ldots, k-1\}} \left( V_{p,\Delta,0}^+ - V_{p,\Delta,0}^- \right). \]

Since \( \lambda (1, y) = y^{-1} \lambda (1/y, 1) \) and by the continuity of \( \lambda \) on \([0, \infty)^2 \setminus \{(0, 0)\}\) we have \( \lim_{y \to \infty} \lambda (1, y) = 0 \). Hence \( \sup_{y \geq 0} \lambda (1, y) < \infty \). Also because of the tightness of \( w_{jn}/\delta \) and \( v_{jn}/\delta \), \( j = 1, 2 \), \( 0 < \delta < 1/2 \), on \([0, M] \), we see that for \( \varepsilon > 0 \),

\[ \lim_{n \to \infty} \sup_{A_{10}} \left\{ \sup_{\theta \in [0, \pi/4]} \max_{p \in \{0, 1, \ldots, k-1\}} \left( V_{p,\Delta,0}^+ - V_{p,\Delta,0}^- \right) \geq \varepsilon \right\} = 0, \]

and hence, using (18),

\[ \lim_{n \to \infty} \sup_{A_{10}} \left\{ \sup_{\theta \in [0, \pi/4]} \left| r_1 (\theta) \right| \geq \varepsilon \right\} = 0. \] (20)

Now consider for either choice of sign \( V_{1,1}^\pm (\theta) \). Since \( M_{\Delta,0}^\pm \in A \), we have, using (15), that

\[ \sup_{\theta \in [0, \pi/4]} \left| V_{1,1}^\pm (\theta) - W_{A} \left( M_{\Delta,0}^\pm \right) \right| \to 0. \] (21)
But with similar calculations as for (19) we obtain that

$$\Lambda \left( M_{\Delta,\theta}^\pm \triangle C_{\theta,1} \right) \leq \frac{16}{\sqrt{k}} \sup_{y \geq 0} \lambda(1, y) \max_{p \in \{0, 1, \ldots, \frac{1}{\Delta} - 1\}} \left| V_{p,\Delta,\theta}^\pm \right|$$

with

$$C_{\theta,1} = \left\{ (x, y) \in C_\theta : x \leq \frac{1}{\tan \theta} \right\} = \left\{ (x, y) \in [0, \infty)^2 : 0 \leq x \leq \frac{1}{\tan \theta}, 0 \leq y \leq x \tan \theta \right\}.$$ 

Since

$$\sup_{\theta \in [0, \pi/4]} \max_{p \in \{0, 1, \ldots, \frac{1}{\Delta} - 1\}} \left| V_{p,\Delta,\theta}^\pm \right| = O_F(1),$$

we have that for any $\Delta > 0$ ($\frac{1}{\Delta} \in N$),

$$\sup_{\theta \in [0, \pi/4]} \Lambda \left( M_{\Delta,\theta}^\pm \triangle C_{\theta,1} \right) \overset{P}{\to} 0.$$ 

Hence, since $W_\Lambda$ is uniformly continuous on $\mathcal{A}$,

$$\sup_{\theta \in [0, \pi/4]} \left| W_\Lambda \left( M_{\Delta,\theta}^\pm \right) - W_\Lambda \left( C_{\theta,1} \right) \right| \overset{P}{\to} 0. \quad (22)$$

Combining (16), (17), (20), (21) and (22), we now have proven that

$$\sup_{\theta \in [0, \pi/4]} \left| V_{1,1}(\theta) - W_\Lambda \left( C_{\theta,1} \right) \right| \overset{P}{\to} 0. \quad (23)$$

Observe that $\tilde{C}_{\theta,2}$ is (almost) a rectangle. (Only near $1/\tan \theta, 1$ there is a small deviation from the rectangular shape, but with some care it can be shown that this deviation is negligible.) But these rectangles are in the VC class $\mathcal{A}$ and need no approximation like $\tilde{C}_{\theta,1}$. Therefore we can show in a similar but easier way than for $V_{1,1}$ that

$$\sup_{\theta \in [0, \pi/4]} \left| V_{1,2}(\theta) - W_\Lambda \left( C_{\theta,2} \right) \right| \overset{P}{\to} 0. \quad (24)$$

Combining (23) and (24), we now have, as $n \to \infty$,

$$\sup_{\theta \in [0, \pi/4]} \left| V_1(\theta) - W_\Lambda \left( C_{\theta} \right) \right| \overset{P}{\to} 0. \quad (25)$$

A.2.

Next we consider $V_2(\theta)$. We show that, as $n \to \infty$,

$$\sup_{\theta \in [0, \pi/4]} \left| \sqrt{k} \left( \Lambda(\tilde{C}_{\theta}) - \Lambda(C_{\theta}) \right) - Z(\theta) \right| \overset{P}{\to} 0. \quad (26)$$

Note that for $\theta \in [0, \pi/4]$:

$$Z(\theta) = \int_0^{1/\tan \theta} \lambda(z, z \tan \theta) \left( W_1(x) \tan \theta - W_2(x \tan \theta) \right) dx - W_2(1) \int_0^{1/\tan \theta} \lambda(z, 1) dz.$$
Observe, with \( \hat{C}_{\theta,1}, C_{\theta,1} \) and \( \varepsilon_{n,\theta} \) as before, that
\[
\sqrt{k} \left( \Lambda(\hat{C}_{\theta,1}) - \Lambda(C_{\theta,1}) \right)
= \sqrt{k} \int_0^{\frac{\pi}{4}} \int_{x \tan \theta}^{\frac{r}{x \tan \theta}} \varepsilon_{n,\theta}(x) \Lambda \left( v_2(1) + \sqrt{k} (1 - x \tan \theta) \right) \lambda(x, y) \, dy \, dx.
\tag{27}
\]
Now for (large) \( M > 1 \),
\[
\sup_{\theta \in [0, \pi/4]} \left| \sqrt{k} \left( \Lambda(\hat{C}_{\theta,1}) - \Lambda(C_{\theta,1}) \right) - \int_0^{\frac{\pi}{4}} \lambda(x, x \tan \theta) \{ W_1(x) \tan \theta - W_2(x \tan \theta) \} \, dx \right|
\leq \sup_{\theta \in [\arctan \left( \frac{1}{M}, \pi/4 \right)]} \left| \sqrt{k} \left( \Lambda(\hat{C}_{\theta,1}) - \Lambda(C_{\theta,1}) \right) - \int_0^{\frac{1}{x \tan \theta}} \lambda(x, x \tan \theta) \{ W_1(x) \tan \theta - W_2(x \tan \theta) \} \, dx \right|
+ \sup_{\theta \in [0, \arctan \left( \frac{1}{M}, \pi/4 \right)], \theta \in [\arctan \left( \frac{1}{M}, \pi/4 \right)]} \left| \int_0^{\frac{1}{x \tan \theta}} \lambda(x, x \tan \theta) \{ W_1(x) \tan \theta - W_2(x \tan \theta) \} \, dx \right|
=: T_1 + T_2 + T_3.
\]
We have
\[
T_3 \leq \sup_{\theta \in \left[ 0, \arctan \left( \frac{1}{M} \right) \right]} \int_0^{\frac{1}{x \tan \theta}} \lambda(1, \tan \theta) \{ |W_1(x)| \tan \theta + |W_2(x \tan \theta)| \} \, dx
\leq \sup_{\theta \in [0, \arctan \left( \frac{1}{M}, \pi/4 \right)]} \left\{ \lambda(1, \tan \theta) \int_0^{\frac{1}{x \tan \theta}} \frac{|W_1(x)|}{x} \, dx + \frac{1}{y} \int_0^{1/4} W_2(y) \, dy \right\}
\leq \sup_{\theta \in [0, \arctan \left( \frac{1}{M}, \pi/4 \right)]} \left\{ \lambda(1, \tan \theta) \left( \sup_{x \in [0, 1]} \frac{W_1(x)}{x} \int_0^{1/4} \frac{1}{v^{3/4}} \, dv \right) + \frac{1}{y^{1/4}} \int_0^{1/4} \frac{1}{v^{3/4}} \, dv \right\}.
\tag{28}
\]
Since \( P \) has uniform marginals we have
\[
\int_1^{\infty} \lambda(x, 0) \, dx \leq 1.
\]
But since \( \lambda(x, 0) = \frac{1}{x} \lambda(1, 0) \), this implies \( \lambda(1, 0) = 0 \). Hence by the continuity of \( \lambda \):
\[
\lim_{y \downarrow 0} \lambda(1, y) = 0.
\]
Combining this with (28) yields that for any \( \varepsilon > 0 \),
\[
\lim_{M \to \infty} P \{ T_3 \geq \varepsilon \} = 0.
\tag{29}
\]
Let us consider \( T_2 \) now. For \( T_2 \), and also for \( T_1 \), we will replace \( \varepsilon_{n,\theta}(x) \Lambda \left( v_2(1) + \sqrt{k} (1 - z \tan \theta) \right) \)
by \( \varepsilon_{n,\theta}(x) \) in the right-hand side of (27), since it can be shown that the difference between
these two expressions is negligible. Concerning $T_2$ we have
\[
\left| \sqrt{k} \int_0^1 \int_{z \tan \theta}^{z \tan \theta + \sqrt{k} z_n,\theta(x)} \lambda(x, y) \, dy \, dx \right| \\
\leq \sup_{y \geq 0} \lambda(1, y) \left| \int_0^1 \frac{1}{x} z_n,\theta(x) \, dx \right| \\
\leq \sup_{y \geq 0} \lambda(1, y) \left\{ \tan \theta \sup_{x \in [0,1]} \frac{|w_{1n}(x)|}{x^{1/16}} \right. \\
\left. + (\tan \theta)^{1/16} \sup_{x \in [0,1]} \frac{|v_{2n}(x \tan \theta + \frac{1}{\sqrt{k}} (\tan \theta) w_{1n}(x))|}{(x \tan \theta)^{1/16}} \right\} \int_0^1 \frac{1}{v^{15/16}} \, dv.
\]

Also
\[
\left| \sqrt{k} \int_1^{\frac{1}{\tan \theta}} \int_{z \tan \theta}^{z \tan \theta + \sqrt{k} z_n,\theta(x)} \lambda(x, y) \, dy \, dx \right| \\
= \left| \int_1^{\frac{1}{\tan \theta}} \frac{1}{x} \int_{z \tan \theta}^{z_n,\theta(x)} \lambda \left( 1, \tan \theta + \frac{z}{x \sqrt{k}} \right) \, dx \, dz \right| \\
\leq \sup_{z \leq \sup_{1 \leq z \leq \frac{1}{\tan \theta}} |z_n,\theta(z)|} \lambda \left( 1, \tan \theta + \frac{z}{\sqrt{k}} \right) \sup_{1 \leq z \leq \frac{1}{\tan \theta}} \frac{|z_n,\theta(z)|}{(z \tan \theta)^{1/16}} \int_1^{\frac{1}{\tan \theta}} \frac{1}{v} (v \tan \theta)^{1/16} \, dv.
\]

Hence, since
\[
\sup_{\theta \in [0,\pi/4]} \sup_{1 \leq z \leq \frac{1}{\tan \theta}} \frac{|z_n,\theta(z)|}{(z \tan \theta)^{1/16}} = O_P(1),
\]
we see, somewhat similar as for $T_3$, that
\[
\lim_{M \to \infty} \lim_{n \to \infty} \sup P \{ T_2 \geq \varepsilon \} = 0.
\]

Finally consider $T_1$. Write $z_\theta(x) = W_1(x \tan \theta) - W_2(x \tan \theta)$. Then we have
\[
T_1 \leq \sup_{\theta \in [\arctan \frac{\pi}{2}, \frac{\pi}{2}]} \left| \sqrt{k} \int_0^{\frac{1}{\tan \theta}} \int_{z \tan \theta}^{z \tan \theta + \sqrt{k} z_n,\theta(x)} \lambda(x, y) \, dy \, dx \right| \\
+ \sup_{\theta \in [\arctan \frac{\pi}{2}, \frac{\pi}{2}]} \left| \sqrt{k} \int_0^{\frac{1}{\tan \theta}} \int_{z \tan \theta}^{z \tan \theta + \sqrt{k} z_\theta(x)} \lambda(x, y) \, dy \, dx \right| \\
- \int_0^{\frac{1}{\tan \theta}} \lambda(x, x \tan \theta) z_\theta(x) \, dx
\]
\[
=: \, T_{1,1} + T_{1,2}.
\]

For handling $T_{1,1}$, note that it can be easily shown that
\[
\sup_{\theta \in [0,\pi/4]} \sup_{0 \leq z \leq M} \frac{|z_n,\theta(z) - z_\theta(z)|}{(x \tan \theta)^{1/16}} \to 0.
\]

We have
\[
T_{1,1} \leq \sup_{y \geq 0} \lambda(1, y) \int_0^{\frac{1}{\tan \theta}} \frac{1}{x} \frac{|z_n,\theta(z) - z_\theta(z)|}{(x \tan \theta)^{1/16}} (x \tan \theta)^{1/16} \, dx.
\]
Hence, for any $M \geq 1$,

$$\mathbb{T}_{1,1} \mathbb{P} \to 0.$$  \hfill (31)

In the term $T_{1,2}$ we split up outer integral in the integral from 0 to $\delta$ ($0 < \delta < 1$), and from $\delta$ to $\tan^{-1} \frac{1}{\tan \theta}$, and denote the corresponding expressions with $T_{1,2,1}$ and $T_{1,2,2}$, respectively. Then

$$T_{1,2,1} \leq 2 \sup_{y \geq 0} \lambda(1, y) \sup_{\theta \in [\arctan \frac{1}{y}, \pi]} \sup_{x \in [0, \delta]} \frac{|z_0(x)|}{(x \tan \theta)^{1/4}} \int_{0}^{\delta} \frac{1}{v} (v \tan \theta)^{1/4} \, dv$$  \hfill (32)

and

$$T_{1,2,2} \leq \sup_{\theta \in [\arctan \frac{1}{y}, \pi/4]} \left| \int_{0}^{\tan^{-1} \frac{1}{x \tan \theta}} \frac{1}{x} \int_{0}^{\tan^{-1} \frac{1}{x \tan \theta}} \left( \lambda \left( \frac{1}{x \tan \theta} + \frac{z}{x \sqrt{k}} \right) - \lambda(1, \tan \theta) \right) \, dz \, dx \right|.$$  \hfill (33)

Now noting that

$$\sup_{\theta \in [\arctan \frac{1}{y}, \pi/4]} \sup_{0 \leq z \leq \tan^{-1} \frac{1}{x \tan \theta}} |z_0(x)| < \infty \quad \text{a.s.}$$

and that $\frac{1}{\tan \theta} \leq M$, we obtain from (32) and (33) that for any $M > 1$,

$$T_{1,2} \mathbb{P} \to 0.$$  \hfill (34)

Combining (29)-(31) and (34) yields that, as $n \to \infty$,

$$\sup_{\theta \in [0, \pi/4]} \left| \sqrt{k} \left( \Lambda(C_{\theta, 1}) - \Lambda(C_{\theta, 1}) \right) - \int_{0}^{\tan^{-1} \frac{1}{x \tan \theta}} \lambda(x, x \tan \theta) z_0(x) \, dx \right| \mathbb{P} \to 0.$$  \hfill (35)

Similarly, but much easier, we obtain,

$$\sup_{\theta \in [0, \pi/4]} \left| \sqrt{k} \left( \Lambda(C_{\theta, 2}) - \Lambda(C_{\theta, 2}) \right) - W_2(1) \int_{\tan^{-1} \frac{1}{x \tan \theta}}^{\infty} \lambda(x, 1) \, dx \right| \mathbb{P} \to 0.$$  \hfill (36)

Combining (35) and (36) yields (26).

A.3.

We now consider $r(\theta)$ in (11). From (14), Condition 2a, and the well-known behaviour of weighted tail empirical and quantile processes, it now follows that

$$\sup_{\theta \in [0, \pi/4]} |r(\theta)| \mathbb{P} \to 0 \quad \text{as } n \to \infty.$$  \hfill (37)

Combining (25), (26) and (37) yields (13). So actually we proved the theorem for $\theta \in [0, \pi/4]$.

B.

Next note that it rather easy to show that, as $n \to \infty$,

$$\sqrt{k} \left( \Phi \left( \frac{\pi}{2} \right) - \Phi \left( \frac{\pi}{2} \right) \right) - \left( W_A(C_{\frac{\pi}{2}}) + Z \left( \frac{\pi}{2} \right) \right) \mathbb{P} \to 0.$$  \hfill (38)

Hence it follows by a symmetry argument, observing that for $\theta \in (\pi/4, \pi/2)$ (the closure of) $C_{\frac{\pi}{2}} \setminus C_{\theta}$ is the mirror image (with respect to the line $y = x$) of $C_{\frac{\pi}{2} - \theta}$, that, as $n \to \infty$,

$$\sup_{\theta \in [0, \pi/2]} \left| \sqrt{k} \left( \Phi(\theta) - \Phi(\theta) \right) - \left( W_A(C_{\theta}) + Z(\theta) \right) \right| \mathbb{P} \to 0.$$  \hfill (39)

(Obviously, the VC class $A$ has to be extended for this, but that can be done without any problem.) Combining (13) and (38) completes the proof. \hfill $\Box$

14
4 An application

The National Institute for Coastal and Marine management of the Netherlands provided a data set consisting of wave heights (HmO) and still water levels (SWL) during 828 storm events spread over 13 years in front of the Dutch coast near the town of Petten. They can be considered independent and all following the same probability distribution. These observations are relevant for a small stretch of sea dike that protects a gap in the natural coast protection formed by sand dunes near Petten. The dike is called 'Pettemer zeedijk'. Figure 1 displays the estimated spectral measure

\[
\hat{\Phi}(\theta) = \frac{1}{k} \sum_{i=1}^{n} 1 \{ R_i < n+1-k, \arctan \frac{n+1-R_i}{n+1-\theta} \leq \theta \}
\]

(0 ≤ θ ≤ π/2), based on 28 extreme observations (k = 28) along with the points \( \arctan \frac{n+1-R_i}{n+1-\theta} \), \( i = 1, 2, ..., 28 \). Asymptotic dependence seems to be present.

In order to see how non-parametric methods compare with semi-parametric ones (see Section 1), we have displayed two estimators, not of \( \Phi \) but of the measure \( \Lambda \) through the level sets of its estimated distribution function \( \Lambda \{ ([x, \infty) \times [y, \infty])^c \} \) (cf. (7)) in Figure 2. The upper figure displays the level sets for the non-parametric \( \Lambda \)-estimator (cf. Huang (1992)) and the lower figure the level sets for the semi-parametric \( \Lambda \)-estimator (cf. de Haan and Resnick (1993)). It is known that the level sets of the theoretical \( \Lambda \)-function form concave functions and these functions have the same shape for different levels, Huang (1992). These properties are better reflected in the upper figure than in the lower one. An important reason for the poorer showing in the lower figure is the less than optimal fit of the parametric distribution for lower values of HmO. So, although Figure 2 does not refer to an estimation for \( \Phi \), it does contain the message that in this area non-parametric methods for estimating the dependence perform better.

For more information about this application see de Haan and de Ronde (1998).
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Figure 1: Estimated spectral measure. The solid line represents the estimated distribution function $\Phi(\theta)$, scaled down from $39/28$ to 1.
Figure 2: Level sets of the estimated function \( \Lambda\{([z, \infty) \times [y, \infty])^c\} \). The top picture shows the level sets estimated in a non-parametric way. The bottom picture the same but estimated in a semi-parametric way.