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Abstract

We investigate the ground state energy of the random Schr�odinger operator

�
�
�����log t����dV on the box ��t� t�d with Dirichlet boundary conditions� V de�

notes the Poissonian potential which is obtained by translating a 	xed non�negative

compactly supported shape function to all the particles of a d�dimensional Poisso�

nian point process� The scaling �log t����d is chosen to be of critical order
 i�e� it is

determined by the typical size of the largest hole of the Poissonian cloud in the box

��t� t�d� We prove that the ground state energy �properly rescaled� converges to a

deterministic limit I��� with probability � as t � �� I��� can be expressed by a

�deterministic� variational principle� This approach leads to a completely di�erent

method to prove the phase transition picture developed in 
��� Further we derive

critical exponents in dimensions d � � and we investigate the large���behavior


which asymptotically approaches a similar picture as for the unscaled Poissonian

potential considered by Sznitman 
���

� INTRODUCTION AND RESULTS

In this article� we consider the in�nite volume limit of the ground state energy �prin�

cipal Dirichlet eigenvalue� for a non�relativistic quantum particle in a scaled Poissonian

potential� The motivation for this study is to develop a better understanding of the cor�

responding �random� variational problem and its phase transition picture proven in 	
��

Related random variational problems naturally arise in several questions of disordered me�

dia� e�g� in the study of the path behavior of Brownian motion in a Poissonian potential�

the Poissonian potential plays the role of an absorption rate� and one tries to determine

where the surviving Brownian particles settle down �see 	
�� Section ����� In the main

body of this article we �rst derive a �deterministic� variational principle for the in�nite

volume limit of the �rescaled� ground state energy of the random Schr�odinger operator�

�Eurandom� PO Box ���� NL����� MB Eindhoven� The Netherlands	 merkl
eurandom	tue	nl
�Department of Mathematics� University of Nijmegen� Toernooiveld �� NL����� ED Nijmegen� The

Netherlands	 wuthrich
sci	kun	nl

�



In the second part we analyze this variational problem and derive the phase transition

picture�

We start with the de�nition of the scaled �random� potential� it is obtained by translat�

ing a �xed shape function W to all the points of a Poissonian cloud �of constant intensity

� � ��� Let P stand for the canonical law of the Poissonian point process � �
P

i �xi � �

�where � is the set of all simple pure locally �nite point measures on R
d�� The scaled

Poissonian potential with scaling function � � R� � R� is then de�ned as follows� for

x � R
d � � � �� t � �� � � � we set

V �
��t�x� ��

def
�

�

��t��
V �x� ��

def
�

�

��t��

X
i

W �x� xi� �����

�
�

��t��

Z
W �x� y� ��dy��

where we assume that the shape function W � � is measurable� bounded� compactly

supported� and
R
W �x�dx � �� When it causes no ambiguity� we shall omit to write

superscripts ��

For any non�negative potential V and 	 � H���
� �Rd� we introduce the quadratic form

EV �	� def
�

�

�
kr	k�� �

Z
Rd

V 	� dx
 �����

Then the ground state energy on a non�empty open set U � R
d of the potential V �

��t is

de�ned as follows �see also Sznitman 	
�� ��������

�V �
��t
�U�

def
� inf

n
EV �

��t
�	� � 	 � H���

� �U�� k	k� � �
o

�����

� principal Dirichlet eigenvalue of � �

�
� � V �

��t in U�

where H���
� �U� is the Sobolev space with generalized Dirichlet boundary conditions on U �

Let � denote the set of all test functions 	 � H���
� �Rd� which are continuous� compactly

supported� and normalized� k	k� � �� For 	 � � we de�ne the logarithmic moment

generating function of the Poisson process�

�����
def
� log E

�
exp

�
�

Z
Rd

	� d�

��
�

Z
Rd

�e��
� � �� dx� � � R � ���
�

and its one�dimensional Fenchel�Legendre transform� 
 � R�

��
��
�

def
� sup

��R
��
� ������ 
 �����

�



We introduce the following function� For � � ��

I���
def
� inf

�
�

�
kr	k�� � �
 � 	 � �� 
 � ��� ��� ��

��
� � d

�

 �����

Our �rst main result is the following variational principle�

Theorem ��� For d � �� � � � and ��t� � �log t���d the following holds�

P�a�s� lim
t��

�log t���d �V �
��t
���t� t�d� � I���
 �����

The new result here is that the above limit exists P�a�s� and that it is P�a�s� equal to the

deterministic number coming from the variational principle ������

Theorem ��� �Large���behavior� Let d � �� The function I is concave� non�negative�

strictly monotonically increasing on 	���� with

lim
���

I��� � c�d� ��� ���
�

where c�d� �� is the principal Dirichlet eigenvalue of ��
�
� on a d�dimensional ball of

volume d�

The constant c�d� �� was introduced by Sznitman 	
�� formula �
�
����� in the unscaled

picture �see 	
�� Theorem 
�
���� More quantitative estimates for the speed of convergence

in ���
� as � �� are provided in Lemmas ��� and ��� below�

Theorem ��	 �Critical exponents in low dimensions� Let d � �� There exists a

constant C��d� � � and for every b� � � there exists a constant C��d� b�� � � such that

for every � � ��� b��

� � C��
�����d� � I��� � � � C��

�����d�
 �����

The new piece here is the lower bound� while the upper bound is contained in 	
�� Lemma

��
� One should compare the above statement with the following theorem�

Theorem ��
 �Phase transition in high dimensions� Let d � 
� There exists a

constant �c�d� � � such that

for all � � �c�d�� I��� � �� ������

for all � � �c�d�� I��� � �� ������

where the following bounds hold for �c�d��

For d � 
� �c�
� �
�p
�

 ������

For d � �� d����d�d� �����d�������d �

�
� � d

�

����d
� �c�d� � c�d� ��
 ������

�



I�e�� in high dimensions we observe a phase transition of the ground state energy on

the scale ��t� � �log t���d� For small � we can choose as test function a normalized

approximation of the constant and we obtain already the correct leading order of the

asymptotic behavior of the ground state energy� For large � the situation is completely

di�erent� namely it is more favorable to localize the test function in regions where the

number of Poissonian particles is below its average value� In low dimensions this picture

does not hold true� namely for any positive value of � one should localize the test function�

i�e� we do not see a phase transition on this scale� �Some parts of these pictures have

already been developed in 	
���

Theorem ��� �Critical exponent in 
 dimensions� Let d � 
� There exist con�

stants C�� C�� C	 � � and b� � �c�
� such that for every � � ��c�
�� b��

� � C��� � �c�
��
� � I��� � � � C�

�� � �c�
��
�

j log 	C	�� � �c�
��� j 
 ����
�

We remark that there is numerical evidence that the above picture does not hold true for

d � �� i�e� we expect in large dimensions that the derivative I ���� should have a jump

singularity at � � �c�d�� This also corresponds to the picture emphasized in 	
��

The next theorem holds for all dimensions� but is mainly interesting for d � �� It

implies that we are considering the correct scaling� and formally we may write �c�d� � �

for d � �� �We write a�t�� b�t� for a�t��b�t�
t���� ���

Theorem ��� �Absence of a phase transition on other scalings� For d � �� � �

� and �log t���d � ��t�� t the following holds�

P�a�s� lim
t��

��t�� �V �
��t
���t� t�d� � �
 ������

Small scalings are treated by the following corollary of Theorem ����

Corollary ��
 For d � �� � � � and ��t�� �log t���d the following holds�

P�a�s� lim
t��

�log t���d �V �
��t
���t� t�d� � c�d� ��
 ������

Let us explain how this article is organized� In Section � we do all the preparatory work�

We introduce some further de�nitions and we recall some already known results including

the upper bound in Theorem ����

In Section � we provide the lower bounds of Theorems ��� and ���� In a �rst step

we show that if we allow a small error of order ��t��� we can restrict the in�mum in

����� �for U � ��t� t�d� to �nitely many smooth test functions which live on balls with






radius of order ��t�� The main ingredients here are a cuto� �or localization� procedure for

eigenfunctions and the compactness property of convolution operators� In a second step

then� we derive for all of these �nitely many compactly supported smooth test functions

a large deviation result estimating the potential term in ������ Putting these estimates

together yields the lower bounds of Theorems ��� and ����

In Section � we prove Theorems ��� � ���� The main body in the analysis of the vari�

ational problem ����� is to calculate good upper and lower bounds on the logarithmic

moment generating function in order to control the Fenchel�Legendre transform� This is

done using scaling arguments� Taylor expansions and Sobolev inequalities� Using these es�

timates we prove the lower bounds in Theorems ��� � ���� �The upper bounds of Theorems

��� and ��
 have already been proven in 	
���

The idea behind the proof of the upper bound in Theorem ��� is the following� The

Sobolev inequality ������ we choose to prove the lower bound turns into an equality �for

d � 
� if we choose an appropriate test function� This test function is not in H���
� �R���

so we have to take a compactly supported approximation to evaluate ����� which then

gives the desired leading order� We remark that many of these Sobolev inequalities� we

are using here� have already been very helpful in the analysis of a variational problem

studied by van den Berg�Bolthausen�den Hollander 	���

The upper bound in Theorem ��� follows already from the simple fact I��� � c�d� ���

However� we give a �ner upper and lower estimate for I��� in the large���regime� using

the asymptotics of the ground state energy in a deterministic square well potential� This

asymptotics is well known to physicists� but unfortunately we were not able to provide

a rigoros reference� this is why we describe the argument in Appendix B� The upper

estimate for I��� in the large���regime improves a previously known bound �see Theorem

��� and Lemma ��� in 	
���

Finally in Appendix A we prove the upper bound of Theorem ��� using as test function

�to evaluate ������ a normalized approximation to a constant function on ��t� t�d� Further
we sketch the proof of Corollary ����

� PRELIMINARIES

We start with the following de�nitions� For t � �� we de�ne

Tt def
� ��t� t�d� �����

W�
def
� supx�Rd W �x�� and a denotes the minimal radius such that suppW 	  Ba���� where

Ba��� is the open ball with center � and radius a� For � � � and m � ��� �� we de�ne the

�



following functions�

!I����m�
def
� inf

�
�

�
kr	k�� � �m
 � 	 � �� 
 � ��� ��� ��

��
� �
d

m

�
� �����

I����
def
� lim

m��
!I����m�� �����

I����
def
� inf

�
�

�
kr	k�� � �
 � 	 � �� 
 � ��� ��� ��

��
� � d

�

 ���
�

The limit on the right�hand side of ����� is well�de�ned since its argument is monotonically

increasing in m� I���� � !I����m�� I���� as m 
 ��

The upper bound in ����� is a consequence of the following considerations� If we choose

��t� � �log t���d then we have seen in Lemma ��� of 	
� that for all 	 � � and 
 � ��� ��

with ��
��
� � d we have P�a�s� lim supt���log t���d�V��t�Tt� � �

�
kr	k�� � �
� Hence we

obtain P�a�s�

lim sup
t��

�log t���d �V��t�Tt� � I���� � �

�
kr	k�� � �

 �����

Repeating the argument of Lemma ��� in 	
�� we see that we can choose two sequences


n � ��� �� and 	n � � such that 
n 
 � �as n ��� and ��
�n
�
n� � d for all n � � �see

formulas ����
�������� of 	
�� with

lim
n��

�

�
kr	nk�� � �
n � �
 �����

Henceforth we obtain

P�a�s� lim sup
t��

�log t���d �V��t�Tt� � I���� � �
 �����

Furthermore we have for all � � � and m � ��� ��

!I����m� � I���� � I��� � I���� � �
 ���
�

Lemma ��� There exists c
 � � such that for all � � �� � � � and m � ����� �� with

��m � c
��
�� �����

the following holds�

I���� � !I����m� � �
 ������

�



Proof of Lemma ���� The function m �� m���d � 	���m����d� � ��� with �
�
� m � �� has

value � for m � � and is Lipschitz continuous� Let ��c
 be a strict upper bound for its

Lipschitz constant� Then for all � � �� � � � and ��� � m � � which ful�ll assumption

����� we have

�m���d � �� � 	���m����d� � �� � ����
 ������

From now on we �x such a triple �� ��m� hence we can choose � � � so small that the

following holds�

�m���d � ��� �m���d�� 	���m����d� � ��� � �
 ������

By the de�nition of !I����m� there are 	 � � and 
 � ��� �� with ��
��
� � d

m
and

�

�
kr	k�� � �m
 � !I����m� � �
 ������

For r � � we scale 	 by

	r�x�
def
� r�d��	�x�r�
 ����
�

	r scales as follows

k	rk�� � � and kr	rk�� � r�� kr	k�� � ������

��r��� � rd���r
�d�� and ��

�r�
� � rd��
��
�
 ������

For r�m�
def
� m��d we have ��

�r
�
� � rd��

��
� � rdd
m

� md � d� and

I���� � �

�
kr	rk�� � �
 �

�

�r�
kr	k�� � �


� m���d
�
�

�
kr	k�� � �m


�
� ���m����d��


������

� m���d�!I����m� � �� � ���m����d��
 ������

�����

� !I����m� � �m���d � ��� �m���d�� 	���m����d� � ���

������

� !I����m� � �


This proves ������ and therefore Lemma ����

�

The upper bound in ����� is a consequence of ����� and the following corollary�

Corollary ��� I���� � I��� � I�����

Proof of Corollary ���� This is a trivial consequence of the bounds ���
� and the previous

Lemma ����

�

�



� PROOF OF THE LOWER BOUNDS IN ���
� AND ������

We assume that � is a �xed positive scaling function with ��t� � � as t � �� We

suppress superscripts � when no ambiguity arises�

��� Localization� compactness argument� and large deviations

Our �rst step consists of a localization argument� To evaluate ����� on U � Tt it su"ces

to consider test functions supported in balls with radius R��t�� if we allow a small error

��t���� �see Lemma ����� In a second step �Lemma ���� we allow another small error

��t���� to smoothen the test functions� In a third step �Lemma ���� we prove that we can

restrict ourselves to �nitely many smooth test functions if we allow an additional small

error of ��t����� Finally in Lemma ��� we give for every of these �nitely many smooth

test functions a large deviation result estimating the potential term in ������

For t � �� R � � and y � d����R��t�Zd we de�ne B�
R�t�y

def
� BR��t��y�� and we set

Y �
R�t

def
� fy � d����R��t�Zd � BR�t�y 
Tt �� �g� Then �BR�t�y�y�YR�t is an open covering of Tt�

Lemma ��� There exists c��d� � � such that for � � �� � � �� R
def
� �c����

��� � � and

t � �

�V��t�Tt� � min
y�YR�t

inf
��H���

� �BR�t�y�
k�k�
�

EV��t�	�� ��t����
 �����

Proof of Lemma ���� Let c��d� � � denote an upper bound for the number of balls

BR�t�y� y � YR�t� that intersect BR�t�� �this number does neither depend on R � � nor on

t � ��� We use a partition of unity� Choose � � C�
c �B����� a �xed non�negative function

with
P

j�d����Zd
��x� j�� � � for all x � R

d � and de�ne c��d�
def
� c�

�
kjr�j�k�� For � � ��

R � �c����
��� � � and t � � we de�ne a partition of unity over Tt�

� �
X
y�YR�t

��
R�t�y on Tt� �����

where �R�t�y�x�
def
� �

�
x�y
R��t�

	
are compactly supported in BR�t�y� Next we denote by � �

H���
� �Tt� a principal Dirichlet eigenfunction of the Schr�odinger operator ��

�
�� V��t in Tt�

With the help of the partition of unity we split this eigenfunction into pieces�

�� �
X
y�YR�t

��R�t�y��
�
 �����






The de�nition of R implies the following upper bound on the derivatives of �R�t�y�

�

�








X
y�YR�t

jr�R�t�yj�







�

� c�
�



jr�R�t��j�

� � ���t���
 ���
�

We claim for all � � R� If

EV��t��R�t�y�� � � k�R�t�y�k�� � for all y � YR�t� �����

then

EV��t��� �
�
�� ���t���

� k�k�� 
 �����

Lemma ��� is a consequence of this claim� To see this� we observe that the left�hand side

in ����� equals �V��t�Tt� k�k��� Choose � � �V��t�Tt� � ���t���� then ����� cannot be true�

Therefore� we conclude that ����� has to fail for at least one y � YR�t for this choice of ��

We set 	y
def
� ��R�t�y��� k�R�t�y�k� for such a y � YR�t �note that k�R�t�y�k� cannot vanish

for this choice of y�� We obtain EV��t�	y� � �� Henceforth� miny�Y �
R�t
EV��t�	y� � � for all

� � �V��t�Tt�� ���t���� where Y �
R�t

def
� fy � YR�t � k�R�t�y�k� � �g� But this implies claim

����� of Lemma ����

There remains to prove that ����� implies ������ We sum ����� over all y � YR�t and use

����� to obtain

�

�








X
y�YR�t

jr��R�t�y��j�







�

�

Z
V��t�

� dx �
X
y�YR�t

EV��t��R�t�y�� � � k�k�� 
 �����

To estimate the gradient term in ������ we take the derivative of formula ������

�
P

y�YR�t �R�t�yr�R�t�y � �� Hence using ���
� we have

�

�








X
y�YR�t

jr��R�t�y��j�







�

�
�

�
kr�k�� �


 X
y�YR�t

�R�t�yr�R�t�y � �r�
�

�
�

�








X
y�YR�t

jr�R�t�yj���








�

���
�

� �

�
kr�k�� � ���t��� k�k�� 


Collecting ����� and ���
� yields ������ This �nishes the proof of Lemma ����

�

�



The next step consists of a smoothening and scaling argument� We take the convolution

of test functions with an approximation �� of Dirac#s �� Let �� � C�
c �B����� be �xed non�

negative with k��k� � �� Set ���x�
def
� ��d��x���� Let � denote the convolution operator�

We set for R � � and N � ��

�R�N
def
�
n
	 � H���

� �BR���� � k	k� � �� kr	k� �
p
N
o

 �����

For t � �� y � R
d � we de�ne the scaling operator S�

t�y by

�S�
t�y	��x�

def
� ��t��d��	

�
��t����x� y�

�

 ������

This operator maps H���
� �BR���� onto H

���
� �BR�t�y�� it ful�lls

kSt�y	k� � k	k� and kr�St�y	�k� � ��t��� kr	k� 
 ������

We choose a truncation level M � � �to be speci�ed later� and de�ne V M def
� V �M �

Further we introduce

V M��
��t

def
� ���t���V M 
 ������

For every test function 	 we get the simple but useful inequality

EV��t�	� � EVM
��t
�	�
 ������

Lemma ��� There exist c��d� � �� c���d� � � such that for all � � �� � � �� M � ��

R � �c����
��� � �� N

def
� ��M � c��� � � ��� ����Mc�N

�������� and for all t � � we have�

�V��t�Tt� � min
y�YR�t

inf
���R�N

EVM
��t
�St�y�	 � ����� ���t����
 ����
�

Proof of Lemma ���� Let f � H���
� �B������ kfk� � �� be any �xed test function� Set

c��
def
� krfk��� �c� is de�ned below�� We choose �� �� and M � By Lemma ���� by the lower

bound ������� and by scaling we know that for R � �c����
��� � � and t � � we have

�V��t�Tt� � min
y�YR�t

inf
��H���

� �BR����
k�k�
�

EVM
��t
�St�y	�� ��t����
 ������

For every normalized test function 	 � H���
� �BR���� n �R�N we have

EVM
��t
�St�y	� �

�

�
��t���N � �

�
kr�St�yf�k�� � ���t���M � EVM

��t
�St�yf�
 ������

��



Hence we can restrict the in�mum in ������ to the smaller class �R�N �

�VM
��t
�Tt� � min

y�YR�t
inf

���R�N
EVM

��t
�St�y	�� ��t����
 ������

To deal with convolutions� we use the Fourier transform $��k�
def
�
R
Rd
e�ikx��x� dx� There

is a constant c��d� � � such that for all � � � and k � R
d the estimate j�� $���k�j � c��k

holds� to see this one observes that $���k� � $����k�� $����� � �� and by Lipschitz continuity

j$������ $���k�j � c�jkj for some constant c�� �$�� is even real analytic� since �� is compactly

supported� and $���k�
jkj���� ��� We estimate�

k	� 	 � ��k� � �����d��



��� $���$	





�
� �����d��c��




k $	�k�



�
� c�� kr	k� 
 ����
�

We remark k	 � ��k� � k	k�� this is a consequence of k��k� � � and the integral version of

the triangle inequality� Therefore we have for all 	 � �R�N and � � ��� ����Mc�N
������������

Z
Rd

V M
��t

�
�St�y	�

� � �St�y�	 � �����
�
dx

���� � 

V M
��t




�


�St�y	�� � �St�y�	 � �����




�

�


V M

��t




� k�	� 	 � ����	� 	 � ���k�

� 

V M
��t




� � k	k� k	� 	 � ��k� ������

� �


V M

��t




� c�� kr	k�

� ��M��t���c��N��� � ��t����


Using the integral version of the triangle inequality once more� we see

kr�St�y�	 � ����k� �


�r�St�y	�� � ����t�




�
� kr�St�y	�k� 
 ������

Combining the estimates ������ and ������ we get

EVM
��t
�St�y�	 � ����� EVM

��t
�St�y	� � ��t����
 ������

Finally we combine this with ������ to get the claim ����
�� Lemma ��� is proved�

�

Lemma ��	 Given � � �� � � � and M � �� there is R � � and a �nite set %��� ��M� 	
C�
c �BR������ of normalized functions 	i� e� k�k� � � for � � %
 such that for all t � ��

�V��t�Tt� � min
y�YR�t
	��

EVM
��t
�St�y��� ���t����
 ������

��



Proof of Lemma ���� Choose R � � and N by Lemma ���� We choose � � � so small that

the following three conditions hold true�

� � �� c��N
��� � �

�
� �c��N

�����N � �M� � �

�
� ������

especially Lemma ��� is applicable for this choice of �� Set R� def� R � � � R � �� so the

convolution map � �� � � �� maps H���
� �BR���� to C�

c �BR������ We endow C�
c �BR�����

with the norm � �� k�k�� kr�k�� As a consequence of the Arzel&a�Ascoli theorem this

convolution map H���
� �BR����

�
��� C�
c �BR����� is a compact linear operator� Since �R�N is

bounded in H���
� �BR����� its image �R�N � �� � f	 � �� � 	 � �R�Ng is relatively compact

in C�
c �BR������

We claim that for every bounded set S 	 C�
c �BR����� the family of maps�

Ft�y � S � R
�

t��
y�YR�t

� Ft�y���
def
� ��t��EVM

��t
�St�y��� ����
�

is equicontinuous� i�e� for every � � � there is an � � � such that for all t � �� y � YR�t�

and ��� �� � S�

k�� � ��k� � kr��� � ���k� � � implies jFt�y����� Ft�y����j � �

�

 ������

To prove this claim� we observe �rst that the inclusion map C�
c �BR����� � H���

� �BR�����

is continuous�

k�k� � kr�k� � c�� k�k� � c�� kr�k� ������

for � � C�
c �BR������ c��

def
� jBR����j���� Let s�

def
� supfk�k� � kr�k� � � � Sg � �� We

choose � so small that s��� � ��M�c��� � ���� Using the Cauchy�Schwarz inequality�

jFt�y����� Ft�y����j � �

�

��kr��k�� � kr��k��
��� �M



�St�y���
� � �St�y���

�



�

� �

�
kr��� � ���k� kr��� � ���k� � �M



��
� � ��

�




�

� �s�

�
�

�
kr��� � ���k� � �M k�� � ��k�

�
������

� s��� � ��M�c��� � �

�



Combining the relative compactness of �R�N � �� with the equicontinuity ������ we obtain

the following� there is a �nite set !% 	 �R�N � �� such that for all t � � and y � YR�t we

have the lower bound

inf
���R�N

Ft�y�	 � ��� � min
	���

Ft�y���� �

�

 ����
�

��



We normalize these test functions� %
def
� fk�k��� � � � � !%g� this is well de�ned� since for

� � 	 � ��� 	 � �R�N �

jk�k� � �j � k� � 	k�
������

� c��N
���

������

� �

�

 ������

A quantitative bound on Ft�y�k�k��� �� for these functions � � �R�N � �� is �using the

integral version of the triangle inequality��

Ft�y�k�k��� �� � �

�

kr�k��
k�k��

� �M � �N � �M
 ������

We estimate�

inf
���R�N

Ft�y�	 � ���
������

� min
	���

k�k�� Ft�y�k�k��� ��� �

�

������

� ��� c��N
�����min

	��
Ft�y���� �

�
������

� min
	��

Ft�y���� �c��N
�����N � �M�� �

�

������

� min
	��

Ft�y���� �
 ������

Lemma ��� follows now from the bounds ����
�� ������ and de�nition ����
� of Ft�y�

�

We discretize the space Rd on a very �ne scale � � ��� d����a� �to be speci�ed later� it

is smaller than the diameter of the shape functions�� Set Kj���
def
� �j � 	�� ��d� j � Z

d�

We de�ne the i�i�d� Bernoulli variables �j���
def
� �f��Kj���g and a discretized version �
 of

the Poissonian cloud con�guration � by

�
 def
�
X
j�
Zd

�j�j� ������

in this equation �j is the Dirac measure located at j� We observe

P	�j � �� � P	�
�Kj� � �� � �� P	�
�Kj� � �� � e�

d


 ������

Finally we set

M���
def
� W�jB�a���j��d
 ����
�

We de�ne an unscaled and a scaled lattice version of the potential�

!V 
�x�
def
�

Z
Rd

W �x� y��
�dy� and !V 
��
��t �x�

def
� ���t��� !V 
�x�
 ������

The next lemma compares the two potentials V M
��t and

!V 

��t�

��



Lemma ��
 Given � � �� � � � and � � ��� d����a�� de�ne M by 	����
� and let R � �

and % be chosen according to Lemma ���� Then

lim inf
t��

min
y�YR�t
	��

��t��
�
EVM

��t
�St�y��� E �V �

��t
�St�y��

	
� �
 ������

Proof of Lemma ���� Let s�
def
� max	�� �k�k� � kr�k�� � � � then the functions

�St�y��
� with t � �� y � YR�t� � � %� are Lipschitz continuous�

j�St�y���x��� � �St�y���x��
�j � � kSt�y�k� kr�St�y��k� jx� � x�j
� �s����t�

�d��jx� � x�j
 ������

We use the notation W��x� def
� W ��x�� Using kWk� � � we see that the functions

�St�y��
� � W� are also Lipschitz continuous with the same upper bound �s����t�

�d��

for the Lipschitz constant� Let $�
 denote any point con�guration with $�
 � � and

$�
�Kj� � �
�Kj�� this means that $�
 is obtained from � by removing extra points of the

Poissonian cloud � in boxes Kj with ��Kj� � �� The choice ����
� of M guarantees

V M�x� �
Z
Rd

W �x� y� $�
�dy�
 ����
�

Using $�
�Kj� � �
�Kj� � � we concludeZ
Kj

�St�y��
� �W� d�
 �

Z
Kj

�St�y��
� �W� d$�
 � �s����t�

�d��pd�
 ������

�St�y��
� � W� is supported in a ball of radius �R � ����t� � a � �R��t� �for large t��

and the union of all Kj that have a non�empty intersection with this ball is contained

in a ball of radius 
R��t� �for large t�� Therefore the number of these Kj#s is at most

jB�R��t����j��d� We estimate for large t� using ����
�� ������ and Fubini#s theorem�

��t��
�
E �V �

��t
�St�y��� EVM

��t
�St�y��

	
� �

Z
Rd

�St�y��
� �W� d�
 � �

Z
Rd

�St�y��
� �W� d$�
 ���
��

� � � �s��
p
d���dRdjB����j��t��� t���� ��

since ��t��� as t��� Lemma ��
 is proved�

�

�




We de�ne a discretized version of the Lebesgue measure

�

def
� �d

X
j�
Zd

�j� ���
��

compare this with de�nition ������� The map � �� ��d��� e�

d
� maps the interval �����

di�eomorphically and monotonically decreasing onto the interval ��� ��� especially we have

��d��� e�

d
�

���� �� We de�ne ��m� d� for � � m � � implicitly by the equation

m � ��d��� e�

d

�
 ���
��

We de�ne �t
def
� ��t�d�� �t

def
� ��t����� yt

def
� ��t���y� and Wt�x�

def
� ��t�dW ���t�x�� Wt is

supported in Ba��t������ and ful�lls kWtk� � kWk� � �� Let Tz� denote the translation

of a measure � by z � R
d � i�e� �Tz���A� � ��A� z�� Further for � � � we de�ne

o	���t
def
� sup

z�Rd

����
Z
Rd

�
expf��� �W�

t g � �
�
d�Tz�


t�� �	���

���� 
 ���
��

Lemma ��� Let � � �� � � �� and assume that m � � is so close to � that � � ��� d����a��

Choose R and % as in Lemma ���� Then for all � � %� 
 � �� � � � and t � �

P

�
min
y�YR�t

Z
Rd

!V 
 � �St�y��� dx � m


�
� exp

�
log jYR�tj �m��t�d ��
� �	���� o	���t�

�



���

�

Proof of Lemma ��
� We need some preparations for the large deviation estimates in the

derivation of ���

�� Let f be any compactly supported bounded measurable function�

Using independence� ������� and log�� � x� � x we have

E

�
exp

�
�

Z
Rd

f d�


��
�
Y
j�
Zd

�
� � ��� e�


d

��e�f�j� � ��
	
� exp

�
m

Z
Rd

�e�f � �� d�

�



���
��

Choose � � %� 
 � �� � � � and t � �� Using the exponential Chebyshev�inequality and

a change of variables x �� ��t����x � y� in the following large deviation estimate ��t is

��



non�positive� we obtain

P

�
min
y�YR�t

Z
Rd

!V 
 � �St�y��� dx � m


�
� P

�
min
y�YR�t

Z
Rd

�St�y��
� �W� d�
 � m


�

�
X
y�YR�t

P

�Z
Rd

�St�y��
� �W� d�
 � m


�

�
X
y�YR�t

e��tm�
E

�
exp

�
�t

Z
Rd

�St�y��
� �W� d�


��

�
X
y�YR�t

exp

�
��tm
�m

Z
Rd

�
expf�t�St�y��� �W�g � �

�
d�

�

���
��

�
X
y�YR�t

exp

�
�m��t�d

�
�
�

Z
Rd

�
expf��� �W�

t g � �
�
d�Tyt�


t�

��

� exp
�
log jYR�tj �m��t�d ��
� �	���� o	���t�

�



This �nishes the proof of Lemma ����

�

��� Proof of the lower bound in Theorem ���

In this subsection we always assume that ��t� � �log t���d for t � ��

Lemma ��� Let d � �� ��t� � �log t���d� � � �� � � �� and assume that m � � is so

close to � that � � ��� d����a�� Choose R and % as in Lemma ���� Then for all � � %

and 
 � 	�� �� with

��
	�
� �

d

m
���
��

there exist � � � and t� � � such that for all t � t��

P

�
min
y�YR�t

Z
Rd

!V 
 � �St�y��� dx � m


�
� t��
 ���

�

Proof of Lemma ���� Choose � � % and 
 such that ���
�� is ful�lled� By de�nition �����

of ��
	� there is � � R with

�
� �	��� �
d

m

 ���
��

We may even choose � � �� �To see this� one proceeds as follows� For � � �� 
 � 	�� ���

d

d�
�
� � �	���� � 
�

Z
Rd

��e�	
�

dx � 
� k�k�� � 
� � � �� ������

��



especially we get for � � �� � � that ��
� �	���� � �
� �	����� We set

�
def
�

�

�
	m��
� �	����� d� � �� ������

where � � � ful�lls ���
��� By the Lipschitz continuity of � and the dominated conver�

gence theorem we know that

o	���t
t���� �� ������

so Lemma ��� is a consequence of Lemma ���� of the asymptotics

log jYR�tj
log t

t���� d� ������

and of the choice ������ of ��

�

Lemma ��
 For d � �� ��t� � �log t���d� and � � � the following holds P�a�s��

lim inf
t��

�log t���d �V��t�Tt� � I����
 ����
�

Proof of Lemma ���� Let � � �� � � �� Take m � � so close to � that the following three

assumptions are ful�lled� i
 Lemma ��� is applicable� ii
 �recall I� � I� � �� see Corollary

��� and ���
��

I� � � � �m� ������

and iii
 �recall ����� and ���
��

I� � !I����m� � � � �

�
kr	k�� � �m
� � ������

holds for all 	 � � and 
 � ��� �� with

��
��
� �

d

m

 ������

Choose �� M and R� % 	 � as in Lemmas ���� ���� ��
� respectively� Then we get for

large t� using ������� ������� de�nition ������ and the scaling property �������

�log t���d �V��t�Tt� � ��� � �log t���d min
y�YR�t
	��

EVM
��t
�St�y��

� �
� � �log t���d min
y�YR�t
	��

E �V �
��t
�St�y�� ����
�

� �
� �min
	��

�
�

�
kr�k� � � min

y�YR�t

Z
Rd

!V 
 � �St�y��� dx
�



��



For all � � % we de�ne


	
def
� �I� � �

�
kr�k� � ����m��� � �� ������

see ������� We de�ne the �nite set '
def
� f� � % � 
	 � �g� We compare

I� �
�

�
kr�k� � �m
	 � � ������

with ������� There are two cases to distinguish�

Case �� If 
	 �� '� then we get trivially for all t � ��

min
y�YR�t

Z
Rd

!V 
 � �St�y��� dx � � � m
	
 ������

Case �� Else if 
	 � '� i�e� � � 
	 � �� then the condition ������ must fail �compare

������ and �������� i�e� ��
	�
	� �

d
m
� In this case we apply Lemma ���� it provides a

�	 � � such that for all large t

P

�
min
y�YR�t

Z
Rd

!V 
 � �St�y��� dx � m
	

�
� �� t��� 
 ������

Collecting both cases we get for all large t� using ����
� and �������

P
�
�log t���d �V��t�Tt� � I� � ��

�
� P

�
min
	��

�
�

�
kr�k� � � min

y�YR�t

Z
Rd

!V 
 � �St�y��� dx
�
� I� � �

�
������

� P

�
� min
y�YR�t
	��

�Z
Rd

!V 
 � �St�y��� dx�m
	

�
� �

�
� � ��

X
	��

t��� 


We choose a � � ���min	�� �	� and de�ne the increasing sequence tn � n���
n���� �� thenP

n�N
P

	�� t
���
n ��� The Borel�Cantelli lemma and ������ imply that

P�a�s� lim inf
n��

�log tn�
��d �V��tn �Ttn� � I� � ��
 ����
�

For t � �� let n�t� denote the smallest index with tn�t� � t� Since �V��t�Tt� � �V��tn�t� �Ttn�t��
and �log t���log tn�t��

t���� �� we see that

P�a�s� lim inf
t��

�log t���d �V��t�Tt� � I� � ��
 ������

But now the claim of Lemma ��� follows because � � � was chosen arbitrarily�

�

Proof of Theorem ���� Theorem ��� is now proven� too� It follows from formula ������

Corollary ��� and Lemma ����

�

�




��� Proof of the lower bound in Theorem ���

The following lemma is analogous to Lemma ��� but with a di�erent scaling�

Lemma ��� Let d � �� ��t� � �log t���d� � � �� � � �� and assume that m � � is so

close to � that � � ��� d����a�� Choose R and % as in Lemma ���� Then for all � � %�


 � ��� �� and � � � there is a t	� � � such that for all t � t	� �

P

�
min
y�YR�t

Z
Rd

!V 
 � �St�y��� dx � m


�
� t��
 ������

Proof of Lemma ���� Choose � � %� The function ��
	 is convex with the global minimum

��
	��� � � �see Lemma ��� of 	
��� Hence for any 
 � � there exists � � � such that

�
def
� �
� �	��� � � �see also �������� Using Lemma ��� we obtain for all t � ��

P

�
min
y�YR�t

Z
Rd

!V 
 � �St�y��� dx � m


�
� exp

�
log jYR�tj �m��t�d �� � o	���t�

�

 ������

The bound log jYR�tj � d log t is valid for large t� consequently log jYR�tj � ��t�d� Further�

more o	���t
t���� � holds �see also �������� These facts and ������ imply the claim�

�

Proof of the lower bound in Theorem ���� We choose � � �� � � ��� ��� and assume

that m � �� � �� �� is so close to � that � � ��� d����a�� Choose R and % as in Lemma

��
� Using Lemmas ��� and ��
 we know that there exists t� � � such that for all t � t�

��t���V��t�Tt� � min
y�YR�t
	��

��t��E �V �
��t
�St�y��� 
�

� min
y�YR�t
	��

�

Z
Rd

!V 
 � �St�y��� dx� 
�
 ����
�

Choose � � � and 
 � �� � �� �� �hence �� � ��� � m
�� Using Lemma ��
 we have for

all t � t� �max	�� t
	
�

P
�
��t���V��t�Tt� � � � ���� � 
�

�
������

� P

�
� min
y�YR�t
	��

Z
Rd

!V 
�St�y��
�dx � ��� ���

�
� � ��

X
	��

t��


Hence

P�a�s� lim inf
t��

��t�� �V �
��t
�Tt� � �� ������

this follows by the Borel�Cantelli lemma and since � � ��� �� was chosen arbitrarily �see

also ����
����������

�

��



� ANALYSIS OF THE VARIATIONAL PRINCIPLE

��� The phase transition picture

We start with citing some well�known facts on the logarithmic moment generating function

and the Fenchel�Legendre transform �see Lemma ��� and formula ����� of 	
��� Assume

that k	k� � �� then ��
� is convex� non�negative� monotonically decreasing on ��� �� with

the global minimum ����� � �� and for 
 � ��� �� the maximizing � is non�positive �see

������� and given by


 � ��
���� �

Z
Rd

	�e��
�

dx and ���
� �
� � ����

� �
� � �
 �����

We set

���
� def
� inff��

��
� � 	 � �� kr	k� � �g
 �����

Recall that k	k� � � holds for all 	 � ��

Lemma 	�� Set c���d�
def
� d���d��� Then

I��� � inf
�����

�
c���

��
���d � �

�

 �����

Consequently� the function I is concave�

Proof of Lemma ���� We apply a similar scaling argument as in Lemma ���� recall de��

nition ����
� of the scaled version 	r of 	� which ful�lls 	r � � if and only if 	 � �� We

use de�nition ����� of I� the facts on ��
� and the scaling properties ������������� in the

following calculation�

I��� � inf

�
�

�
kr	rk� � �
 � r � �� 	 � �� kr	k� � �� 
 � ��� �����

�r�
� � d

�

� inf

�
�

�
r�� � �
 � r � �� 	 � �� kr	k� � �� 
 � ��� ��� rd��

��
� � d�

�

� inf

�
�

�

�
��
��
�

d

���d

� �
 � 	 � �� kr	k� � �� 
 � ��� ��

�
���
�

� inf
�����

�
c���

��
���d � �

�



The function I is therefore a in�mum over linear functions� hence it is concave�

�

Here is a simple monotonicity argument to get lower bounds for I����

��



Lemma 	�� Assume that ����� � f��� for all � � �� 	 � �� kr	k� � �� Then for all


 � ��� ���

���
� � f ��
�� �����

where f ��
� def
� sup�	��
� � f����� As a consequence we get

I��� � inf
�����

�
c��f

��
���d � �

�

 �����

Proof of Lemma ���� Using ������ we see that we can restrict the supremum in de�nition

����� of ��
� to non�positive values of � whenever 
 � ��

��
��
� � sup

�	�
��
� ������ 
 �����

This together with the assumptions on f implies ������ The lower bound ����� then follows

from ������

�

First we provide the lower bound for d � 
 in ����� �compare this with Lemma ��
 of 	
���

Proof of the lower bound in Theorem ���� Choose 	 � � with kr	k� � � and k	k� � ��

We use the following Sobolev inequality� For d � 
 there exists a constant c���d� � � such

that

k	k�� � c���d�
 ���
�

�To see ���
� for d � �� one uses Theorem 
�� �i� in 	��� which states k	�k���k	k�� � � k	k���

and k	k�� � k	k�� k	k���
For d � �� formula ���
� is a special case of Theorem 
�� �ii� ��� in 	��� which states

kr	k�� � k	k�� � S��q k	k�q for � � q ��� 	 � H���
� �R��� and some constant S��q � ��

For d � �� one uses Theorem 
�� �i� in 	��� which states �for d � �� kr	k�� � S� k	k�
 for

some constant S� � �� and H�older#s inequality� which implies k	k� � k	k���
 k	k���� ��

We estimate the Taylor expansion of ����� at �� � � up to second order for � � ��

����� � �� ��
����

�����
� k	k�� � �����

���
���� �

Z
Rd

	�e��
�

dx � k	k�� 
 ������

The Taylor expansion and the Sobolev inequality ���
� yield for all � � ��

����� � k	k�� � �
k	k��
�

�� � � �
c��
�
��
 ������

��



Using Lemma ��� we get for � � 
 � �

���
� � sup
�	�

�
�
� ��� � c��

�
��
	
�

�

�c��
��� 
��� ������

and therefore with c���d�
def
� c����c���

���d� and C��d�
def
� c

�d����d�
�� �
�d�������d��
�d��� � ��

I��� � inf
�����

�
c����� 
���d � �


� � inf
���

�
c����� 
���d � �


�
� � � C��

�����d�� ������

here the optimal point is 
 � �� �d���
c����
d����d� � �� This proves the lower bound of

Theorem ��� �the upper bound has been proven in Lemma ��
 of 	
���

�

We provide now an alternative proof for the existence of a phase transition in dimen�

sions d � 
� including a quantitative lower bound for the critical point� This proof does

not make use of the Cwickel�Lieb�Rosenbljum theorem �see Theorem ��� of Simon 	���

Theorem ��� of 	
�� resp���

First we introduce the relevant constants�

Sd
def
�

d�d� ��



jSdj��d � d�d� ��



���d�����d�

�
� � d

�

����d
� ����
�

here S
d denotes the unit sphere in R

d�� � Sd is the optimal constant in the Sobolev

inequality �see Theorem 
�� in 	���

kr	k�� � Sd k	k��� � ������

with �
def
� d��d���� d � �� 	 � D��Rn� � H���

� �Rn� �for simplicity we skip here the formal

de�nition of D��Rn��� We set

���d�
def
� c��Sd

�
�

d

���d

� ���d��d���dSd
 ������

Proof of Theorem ���� Let d � 
� Here we prove that for all � � �� we have I��� � ��

Using the concavity of I �see Lemma ���� this implies that there exists �c�d� � ���d� � �

such that ������������� is ful�lled� This also proves the lower bounds in ��������������

whereas the upper bounds in ������������� are a consequence of Lemma ��
 and Lemma

��� below�

We choose � � d��d� ��� which ful�lls � � � � �� We claim for all � � ��

e� � � � � �
j�j�
�

 ������

��



To prove ������� we observe �rst that for all s � ��

�� jsj��� � es� ����
�

this is obvious for s � ��� �in this case we have �� jsj��� � � � es�� For �� � s � � we

get ����
� from �� jsj��� � �� jsj � � � s � es� since � � � � � � �� The bound ������

follows by integrating ����
� over the interval 	�� ���

Let � � �� 	 � �� kr	k� � �� We substitute �	� � � for � in ������� this implies

����� �

Z
Rd

�e��
� � �� dx � k	k�� � �

k	k����
�

j�j� � � �
j�j�
�S�

d

� ������

where in the last step we have used the Sobolev inequality ������� kr	k� � �� and

k	k� � �� Monotonicity of the Legendre transform �Lemma ���� yields for 
 � ��� ���

��
��
� � sup

�	�

�
�
� ��� � j�j�

�S�
d

�
�

�

d
S
d��
d ��� 
�d��� ������

the optimal point is � � �S�������
d ��� 
��������� and we have used d�� � ���� � ��� We

insert this result in ����� and get

I��� � inf
�����

���� 
��� � �
� �

�
� for � � � � ���

�� for � � ���
������

recall de�nition ������ of ��� The proof of Theorem ��
 is �nished�

�

��� Critical exponent in 
 dimensions �Proof of Theorem ����

In this subsection we prove that for d � 
� ���
� is the critical � �i�e� �c�
� � ���
�� and

that I��� is di�erentiable at �c�
��

Lemma 	�	 Let d � 
� There is a constant C� � � such that for all � � ���
��

I��� � � � C��� � ���
��
�
 ������

Especially� I is di�erentiable at the point � � ���
��

Proof of Lemma ���� We use a similar technique as in the proof of Theorem ��
� By

convexity of the exponential function we know for all y� s � R�

es � ey � ey�s� y�
 ������

��



Let � � �� We integrate ������ over the interval 	�� �� and obtain

e� � � � ey
�
��� y�� � �����

�

 ����
�

Let � � �� 	 � � with kr	k� � �� We substitute � � �	� in ����
�� integrate� and use

Sobolev inequality ������ for d � 
� � � � to get for all y � R�

����� � ey
�
��� y�� k	k�� � ����� k	k��

�
� ey

�
��� y�� � ���S��� ��

�

 ������

We apply Lemma ��� to get for 
 � ��� ���

��
��
� � sup

�	�

�

� � ey

�
��� y�� �

��

�S�
�

��

�

�
S�
�

�
�e�y��
� ey���y � ���� for 
 � ey��� y��

� for 
 � ey��� y��
������

here the optimal point is � � ��
e�y � y� ��� ��S�
� � An exact optimization over y would

lead to a transcendental equation for y� however� it is su"cient for our purposes to use

an approximation to the optimal point� In ������ we choose

y � �
�
�
� �� � ���

�
� �
�

 ������

We observe for this choice of y that 
 � �� � y���� y� � ey�� � y�� i�e� the �rst case in

������ occurs� Consequently ������ tells us

��
��
�

��� � S�p
�

�
�
�
e���������� �
�� e�������


�

�
S�p
�

�
��� 
� �

�X
n
�

	����n��� �n� � �n� ��
��� 
�n

�nn(

�
����
�

� S�p
�

�
��� 
� �

��� 
��

�

�
�

one should note that all Taylor coe"cients are positive� Next we introduce the constant

C�
def
� �

������
� The inequality ����
�� the bound ������ and the de�nition ������ of ���
�

imply

I��� � inf
���

�
���
�

�
��� 
� �

��� 
��

�

�
� �


�

�

�
� � C��� � ���
��

� for � � ���
��

� for � � � � ���
��
������

�




for � � ���
� the optimal value is given by 
 � � � �C��� � ���
��� for � � � � ���
�

we choose 
 
 �� The di�erentiability of I��� at � � ���
� is a consequence of the bound

������ and of the upper bound I��� � �� This proves Lemma ����

�

Lemma 	�
 Let d � 
� There are constants C� � �� C	 � �� and b� � ���
� such that

for all � � ����
�� b�� the following estimate holds�

I��� � � � C�
�� � ���
��

�

j log	C	�� � ���
���j 
 ������

Proof of Lemma ���� Let 	 � � with kr	k�� � �� We derive an upper bound for ��
�����

For � � ��

��
���� �

Z
Rd

	�e��
�

dx � k	k�� � � k	k�� �
��

�
k	k

 � � � � k	k�� �

��

�
k	k

 
 ������

The function ��
� � ���� �� � ��� �� is monotonically increasing� and �� �

p
�� x �

�x��� x��� holds for all x � �� Using these two facts and ������� we get for


 � I� def
�

�

 � ��� �� � �� 
 � k	k��

� k	k



�
������

the following lower bound�

���
� �
�

�����
� ����

� �
� � sup
�
� � � � ��

���� � 

�

� sup

�
� � � � � � � k	k�� �

��

�
k	k

 � 


�

�
k	k��
k	k



�
�� �

s
�� � k	k



k	k��
��� 
�

�
������

� � �

k	k��
��� 
�� � k	k



k	k���
��� 
��


We integrate this estimate over an interval �
� �� 	 I�� we obtain for 
 � I��

��
��
� � ��

�����
Z �

�

���
� �!
� d!
 �

�

� k	k��
��� 
�� �

� k	k


� k	k���

��� 
�� ����
�

�
�

�p
� k	k��

��� 
� �

p
� k	k



� k	k���
��� 
��

��



��



Further we assume now that our test function 	 satis�es the bound

� k	k

 � k	k�� � ������

one should compare this with ������� We apply ����
� and ����� for � � ��� 	c��
�
p
�
k	k��� ��

I��� � inf
��I	

�
c��

q
��
��
� � �


	

� inf
��I	

�
c��p
� k	k��

��� 
� �
c��
p
� k	k



� k	k���
��� 
�� � �


�
������

�

��
 

� for � � c��p
�
k	k��� �

� � �k�k���
�
p
�c��k�k��

�
� � c��p

�
k	k���

	�
for c��p

�
k	k��� � � � 	c��

�
p
�
k	k��� �

In view of this bound we need to maximize k	k�� with the constraints 	 � �� kr	k�� � ��

and ������� Theorem 
�� in 	�� tells us� In the Sobolev inequality ������ �kr�k�� � S� k�k���
� � D��R��� we have equality if we choose the function � to be

��x� �
�

� � jxj� � ������

�and also for scaled and translated versions of it�� However� this function � is not com�

pactly supported� we even have � �� L��R��� Therefore we introduce a truncated approxi�

mation �R of �� Let � � R� � 	�� �� denote any �xed smooth radially symmetric function

which is compactly supported in B���� and equals � on B����� For R � � we set

�R�x�
def
�

��x�R�

� � jxj� 
 ����
�

We note that for some positive constants !c�	 � c�	� c�
� !c�� � c��� and c�� the following

bounds hold for large R�

!c�	 logR � k�Rk�� � c�	 logR� ������

k�k�� �
c�

R�

� k�Rk�� � k�k�� � ���
��

!c�� � k�Rk

 � c��� ���
��

the last important inequality is

jkr�Rk� � kr�k�j � kr��R � ��k� � kr ����� ����R���k�
� 

�R supp �����r�




�
� kr�k�R�� 

�R supp �r���




�

���
��

� c��R
���

��



where we have used polar coordinates to evaluate the integrals for the norms and we

have inserted the following scaling behaviors� jxj�jr��x�j� � O�jxj��� and jxj�j��x�j� �
O�jxj��� as jxj � �� R supp �r�� is contained in an annulus centered at � with radii R

and �R� and R supp ��� �� does not intersect BR���� ���
��� ���
��� and equality in the

Sobolev estimate ������ yield for some constant c�� � � and large R�

S� � kr�Rk��
k�Rk��

� �kr�k� � c��R
�����k�k�� � c�
R������ � S� �

c��
R

 ���
��

In general �R �� �� we still need to scale �R� We set

	R�x�
def
� c�R�x�r�� ���

�

where the scaling constants c�R�� r�R� are chosen such that k	Rk�� � � � kr	Rk��� to be

speci�c� we have r � kr�Rk� � k�Rk� and c � k�Rk� � kr�Rk��� Using further that

k	Rk� � cr k�Rk� and k	Rk

 � c
r� k�Rk

 � ���
��

we obtain for large R �c��� c�� denote positive constants��

k	Rk��� �
kr�Rk��
k�Rk��

� S� �
c��
R
� ���
��

k	Rk���
k	Rk



�
k�Rk���

kr�Rk�� k�Rk�� k�Rk


� c��

logR
� ���
��

k	Rk��
k	Rk



� �
k�Rk��

k�Rk�� k�Rk


� c��

logR
R���� �� ���

�

especially assumption ������ is ful�lled for the test function 	R for large R� Let � � ���
��

We set

R �
c��c���

����
�
�
�� � ���
��


 ���
��

The bound ������ together with the estimates ���
������

� and de�nition ������ of ���
�

yields for R large enough� say � � ����
�� b���

I��� � � � �c��



p
�c��

�logR���
�
� � ���
�� c��c��p

�
R��
��

������

� � � C�
�� � ���
��

�

j log	C	�� � ���
���j ������

for an appropriate choice of the positive constants C�� C	� This proves Lemma ��
�

�

��



��� Asymptotics in the large���region �Proof of Theorem ����

The main tools to examine the large���behavior of I��� �especially for proving the limit

���
�� are asymptotic upper and lower bounds for the ground state energy in a determin�

istic square�well potential� These bounds� well known to physicists at least in dimensions

d � �� are collected in Appendix B�

Let rd denote the radius of a d�dimensional ball of volume d� Here is an asymptotic

upper bound for I���� we expect the exponent ���� of � to be optimal�

Lemma 	�� There are positive constants b��d� and c���d� such that for all � � b��

I��� � c�d� ��� c��p
�

 ������

Proof of Lemma ��
� Let b� � �c�d� �� and c�� be de�ned according to Lemma B�� in

Appendix B� Let � � b�� By the upper bound in �B���� there is a test function 	 � �

such that

�

�
kr	k�� � �
 � c�d� ��� c��p

�
� where 
 �




�RdnBrd
���	



�
�

 ������

This number 
 cannot be �� i�e� 	 cannot be supported in Brd���� since this would imply

kr	k�� �� � �
 � kr	k�� �� � ���Brd���� � c�d� ��� which contradicts ������� 
 cannot

equal �� since then kr	k�� �� � �
 � � � b� � c�d� �� which is a contradiction� too� It

remains to examine 
 � ��� ��� We calculate� using the inequality � � � � e� � ��

��
��
� � sup

�	�

� �

Z
Rd

�e��
� � �� dx

� sup
�	�

Z
RdnBrd

���

�� � �	� � e��
�

� dx�

Z
Brd

���

��� e��
�

� dx

� jBrd���j � d
 ����
�

Consequently the pair 	� 
 is an allowed test con�guration in the de�nition ����� of I�

����� and ������ together imply the bound ������� This proves Lemma ����

�

Next we prove a lower bound for I��� in the large���region�

Lemma 	�� There are constants c���d� � � and b��d� � � such that for all � � b��d� the

following lower bound holds�

I��� � c�d� ��� c���
���� log �
 ������

�




Proof of Lemma ���� We abbreviate )radially symmetric non�increasing* by )RSNI*� Let

	
 denote the RSNI rearrangement of 	 � � �see 	��� Section ����� Then 	
 � �� too�

�� � ���� and therefore ��
� � ��

��� Lemma ���� in 	�� shows kr	
k� � kr	k�� We insert

this in the de�nition ����� of I��� and scale 	 �see ����
� � �������� this shows for every

m � ��

I��� � inf

�
m��d

�
kr	k�� � �
 � 	 � � RSNI� 
 � ��� ��� ��

��
� � md

�

 ������

The map 	���� � s �� � � �� � s�e�s � 	�� �� is bijective and monotonically increasing�

Let � � �� We set s � s���
def
� log������ � � and m � m���

def
� � � �� � s�e�s

����� ��

Further let 	 � � RSNI� 
 � ��� �� with ��
��
� � md� and �

def
� ���

� �
� � �� We get �see

������

md � ��
��
� � �
� ����� �

Z
Rd

	�� ��� �	��e��
�

� dx

� m
���x � R

d � ��	�x�� � s
��� � ������

and consequently ��	�x�� � s for jxj � rd� since jBrd���j � d� and since
pj�j	 is RSNI�

the level set fx � ��	�x�� � sg is either empty or a ball centered at �� We multiply the

inequality �RdnBrd
��� � ese��

�
by 	� and integrate� this yields the following inequality�

�
def
�



�RdnBrd

���	



�
�
� es

Z
Rd

	�e��
�

dx � es��
���� � es

 ����
�

The inequality m��d � ��c�����m� � � holds for some constant c���d� � � and m��� � �

su"ciently close to �� i�e� for large �� We combine the bound ����
� and Corollary B��

from Appendix B� we optimize over 
� then we insert the lower bound for m��d� use

m��d � �� and abbreviate c�	
def
� � � �����c����� � hence for large � and some constant c�� � �

we get

m��d

�
kr	k�� � �
 � m��d�c�d� ��� c���

���� � �


� m��d�c�d� ��� c��e
s��
���� � �


� m��dc�d� ��� c�	e
s��m��d����� ������

� 	�� c���� �
�
�
log ��������c�d� ��� c�	�

����

� c�d� ��� c���
���� log �


In view of ������ this proves Lemma ����

�

��



A UPPER BOUND OF THEOREM ��� AND COROLLARY ��


To prove the upper bound in Theorem ��� we simply evaluate ����� for a )good* test

function�

Proof of the upper bound in Theorem ���� In this proof we always assume that ��t�

is a strictly positive function with ��t� � t� Choose t so large that ��t� � t��� As test

function we choose a function which is constant on Tt���t� and with support contained

in Tt� Let � � R � 	�� �� be any monotonically increasing C��function with support

contained in ������ ��x� � � for x � �� and ���x� � � for all x � R� We de�ne

�t�x�
def
� �

�
t � x

��t�

�
� �
�
t� x

��t�

�

 �A���

The function �t is smooth� compactly supported in ��t� t�� constant � on ��t � ��t�� t�
��t��� and j��t�x�j � ����t�� Set ft�x�

def
�
Qd

i
� �t�xi� for x � �x�� 
 
 
 � xd� � R
d � hence

ft � R
d � 	�� �� is smooth� compactly supported in Tt� constant � on Tt���t�� and jrftj �

�
p
d��t���� We have

kftk�� � jTt���t�j and krftk�� � krftk�� jTt n Tt���t�j � �c�
t
d����t���� �A���

where c�
�d�
def
� �d��d�� Our test function is de�ned by normalizing ft�

	t
def
�

ft
kftk�

� �A���

which satis�es k	tk� � ��

k	tk� � kftk��� � jTt���t�j���� � jTt��j����� �A�
�

kr	tk�� � �c�

td����t���

jTt��j � �c�
t
����t���
 �A���

Consequently

�V��t�Tt� �
�

�
kr	tk�� �

Z
Tt
V��t�x�	

�
t �x� dx �

c�

t��t�

�
�

��t��
kWk� k	tk�� ��Tt�

� c�

t��t�

�
�

��t��
��Tt�
jTt���t�j �

c�

t��t�

�

�
�� ��t�

t

��d
�

��t��
��Tt�
jTtj 
 �A���

By the ergodic theorem� P�a�s� lim supt�� jTtj����Tt� � � � and hence

P�a�s� lim sup
t��

��t���V��t�Tt� � �
 �A���

The upper bound in Theorem ��� is proved�

��



�

Proof of Corollary ���� By monotonicity we have for all �� �� � � and ��t�
def
� �log t���d�

I����
P�a�s�
� lim inf

t��
��t���V 


���t
�Tt� � lim inf

t��
��t���V �

��t
�Tt�

� lim sup
t��

��t���V �
��t
�Tt� � lim sup

t��
��t�����Tt n supp V �
 �A�
�

Now the claim follows from Theorem ��� and formula �
�
��
���
�
�
�� in 	
��

�

B ASYMPTOTICS OF THE GROUND STATE ENERGY

IN A d�DIMENSIONAL SQUARE WELL POTENTIAL

Recall� rd denotes the radius of a d�dimensional ball of volume d�

Lemma B�� There are positive constants b��d� � �c�d� �� and c���d� � !c���d� such that

for all � � b� the following holds�

c�d� ��� !c��p
�
� ���

RdnBrd
���
�Rd� � c�d� ��� c��p

�

 �B���

Proof of Lemma B��� By Theorem X��
 in 	�� the Schr�odinger operator H� � ��
�
� �

��RdnBrd
��� is essentially self�adjoint on C�

c �Rd�� Theorem XIII��� in 	�� implies that the

closure of H� has the essential spectrum �ess�H�� � �ess����� � �� � 	����� Therefore

the in�mum of the spectrum of H� � � either equals �� or it is a discrete eigenvalue

E � ��� ��� �E � � is certainly impossible�� We show that the second case occurs at least

for large values of �� the potential ��RdnBrd
��� is radially symmetric� hence it su"ces to

look for the ground state eigenfunction among radially symmetric functions� We therefore

search for weak solutions of the radial Schr�odinger equation

��

�

�
����r� �

d� �

r
���r�

�
� ��fr�rdg��r� � E��r�� �B���

that ful�ll Z �

�

j��r�j�rd�� dr ��
 �B���

��



We solve piecewise the free radial Schr�odinger equation explicitly in terms of �modi�ed�

Bessel functions� We get with the abbreviation � � d��� ��

��r� �

��
 
�p

�Er
	�� �

��J��
p
�Er� � ��Y��

p
�Er�

	
for r � rd��p

��� � E�r
	�� �

��K��
p

��� � E�r� � ��I��
p

��� � E�r�
	

for r � rd
�

�B�
�

with constants ��� ��� ��� ��� Regularity of the solution at the origin and condition

�B��� require �� � � � ��� Furthermore� � and �� need to be continuous at r � rd� We

abbreviate f�z�
def
� z��J��z�� g�z�

def
� z��K��z�� z�

def
�
p
�Erd� and z�

def
�
p

��� � E�rd�

For a given E � ��� ��� we get a eigenfunction � if and only if the following condition

holds� ����� f�z�� g�z��

z�f
��z�� z�g

��z��

����� � �
 �B���

Using the asymptotics

ez
r

�z

�
K��z�

z���� �� ez
r

�z

�
K �

��z�
z���� �� �B���

�see 	��� Section ����� and 	��� formulas ����� and ����
� we get

� g�z�

g��z�
z���� �
 �B���

Let � denote the smallest positive number with J���� � �� �Since the principal Dirichlet

eigenfunction of ���� on the ball Brd��� is given by x �� f��jxj�rd� up to a normalizing

constant� � is related to Sznitman#s constant by c�d� �� � ���rd�
����� The derivative

f ��z� � �z��J����z� has no zero point z in ��� �� �see 	��� Section ������� We calculate

for z � ��� ��� using an identity for Bessel functions from 	��� Section ������

d

dz

�
� f�z�

zf ��z�

�
� �zf ��z����

����� f�z� zf ��z�
d
dz
f�z� d

dz
�zf ��z��

�����
� z�����f ��z���

����� J��z� zJ ���z�
d
dz
J��z�

d
dz
�zJ ���z��

����� �B�
�

� ��z�����f ��z���
Z z

�

J�
� �t�t dt � �


Consequently �f�z���zf ��z�� is monotone decreasing on ��� �� with the value zero at � and

a negative derivative at �� This shows that for some positive constants c���d� � c���d��

��



and c���d� � � the estimate �f�z���zf ��z�� � c���� � z� holds for all z � ��� ��� and

�f�z���zf ��z�� � c���� � z� holds for all z � 	� � c��� ��� We choose a constant !c�� to be

so large that c��rd��c�d� ���
����!c�� � �r��d holds� and we choose another constant c�� � �

so small that �c��c�d� ��
����r�dc�� � ��� holds� Further we choose b� � � so large that

the three conditions ����c�d� ������rdc��b
����
� � c��� b� � �c�d� ��� and for all z � b

���
� rd�

�g��z��g�z� � 	���� �� hold true� see �B���� Let � � b� and E � ��� c�d� ���� We �rst show

that for E � c�d� ��� !c���
���� the equation �B��� has no solution� Using � � ��� � E��

� f�z��

z�f ��z��
� c���� � z�� � c��rd�

p
�c�d� ���

p
�E�

� c��rd��c�d� ���
�����c�d� ��� E� � c��rd��c�d� ���

����!c������� �B���

� �r��d ����� � �

z�
� � g�z��

z�g��z��



This proves the lower bound in �B���� To derive the upper bound in �B���� we set E �

c�d� ��� c���
���� and estimate�

� � z� � rd�
p

�c�d� ���
p
�E�

� ���c�d� �������rd�c�d� ��� E� � ����c�d� ������rdc������� �B����

� c���

and therefore

� f�z��

z�f ��z��
� c���� � z�� � c���

���c�d� ������rdc�������

� �c��c�d� ��
����r�dc��z

��
� �

�

�z�
� � g�z��

z�g��z��

 �B����

Comparing �B��� with �B���� we conclude that the equation �B��� has a solution E �
�c�d� ��� !c���

����� c�d� ��� c���
������ This �nishes the proof of the upper bound in �B���

and of Lemma B���

�

Corollary B�� There is a constant c���d� � � such that for all functions 	 � ��

�

�
kr	k�� � c�d� ��� c��




�RdnBrd
���	



���
�


 �B����

Proof of Corollary B��� We set c��
def
� �� � �����!c����� � � �����c�d� ��b

���
� !c

����
�� �� and we ab�

breviate �
def
�



�RdnBrd

���	



�
�
� If � � �� i�e� if 	 is supported in Brd���� then �B����

��



is obvious� since c�d� �� is the principal Dirichlet eigenvalue of ���� over Brd���� So

we may assume � � �� Set � � ����!c���
����� There are two cases� If � � b��

then �B���� holds trivially� since in this case the right hand side in �B���� is negative�

c���
��� � c�d� ���b����

��� � c�d� ��� Else if � � b�� then Lemma B�� is applicable� The

lower bound in �B��� yields the claim �B�����

�

�
kr	k�� � c�d� ��� !c��p

�
� �� � c�d� ��� �!c

���
��

����
���� � c�d� ��� c���

���
 �B����

Corollary B�� is proved�

�
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