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Abstract

Let P be a random �eld over the two�dimensional lattice Z� with �nite state space� We

introduce the notion of speci�c entropy hc�P � of the �eld along a curve c as the limit of rescaled

entropies along the lattice approximations of the blowups of c� We prove a corresponding

Shannon�MacMillan theorem� This allows us to represent hc�P � as a mixture of speci�c

entropies along the tangent lines of c�

The proof is accomplished in three steps� A Shannon�MacMillan theorem along lines is

proved for stationarity P� In a second step� we assume a strong ��	 law for P and extend the

result to polygons� Finally� the speci�c entropy along a curve is obtained by approximation�

As an application� we use the speci�c entropy along curves to re�ne F
ollmer and Ort�s lower

bound for the large deviations of attractive Gibbs measures in the phase�transition regime�

� Introduction

Since the groundbreaking work of Shannon� entropy has played an important role in the analysis

of stochastic processes� In particular� entropy is a key concept in the theory of random 	elds� a

meeting point of ergodic theory and statistical mechanics� For example� the variational principle

of Lanfort and Ruelle 
��� characterizes the Gibbs measures with a given interaction potential

as minimizing points of a functional de	ned in terms of energy and entropy� Alternatively� this

characterization can be formulated in strictly information�theoretic terms� by means of the concept

of relative entropy 
see F�ollmer 
���� Such relative entropies are an essential tool in analyzing

large deviations of empirical 	elds from their ergodic behaviour� For this purpose� it is crucial to

establish a Shannon�MacMillan theorem� which says that there is an L��convergence of suitable

rescaled information quantities behind the existence of a relative entropy�

Typically� the entropy of a stationary random 	eld P indexed by a d�dimensional lattice is

de	ned as a limit of entropies on an increasing sequence of boxes� rescaled by the volume of

the boxes� In the context of large deviations� however� such volume�order quantities may not

provide enough information when a phase transition occurs� For this reason� F�ollmer and Ort 
���

introduced the concept of surface�order entropy on boxes� They proved corresponding versions of

the Shannon�MacMillan theorem and used them to estimate large�deviation probabilities� However�

the construction of the Wul� shape by Dobrushin� Kotecky� and Shlosman 
�� suggests that such

estimates can be improved if boxes are replaced by more general shapes�

Hans F�ollmer suggested to investigating the problem of constructing entropies on general sur�

faces and of proving appropriate versions of the Shannon�MacMillan theorem� In this paper� we
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carry out this program in the two�dimensional case� where surfaces reduce to contour curves� In

this context� the existence of speci	c entropy does not simply follow from a subadditivity argument�

Instead� we consider directly the problem of proving an appropriate Shannon�MacMillan theorem�

Our construction of the speci	c entropy hc
P � of a random 	eld P along a curve c involves lattice

approximations of the successive blowups of the given curve� We prove a corresponding Shannon�

MacMillan theorem� i�e�� L�
P ��convergence of rescaled information quantities along these lattice

approximations� Our proof relies on extending uniform convergence results in ergodic theory to

a suitable skew�product transformation� This leads to an explicit formula for the speci	c entropy

hc
P � involving the conditional entropy of the random 	eld restricted to the origin� given the ��

algebra of a suitable de	ned �past� along the curve� Under certain conditions� this construction

can be extended to relative entropies of one random 	eld with respect to another� This will be

the key to our discussion of re	ned lower bounds for large deviations in the presence of a phase

transition�

We now explain our results in more detail�

Shannon�MacMillan theorems� Consider a random sequence � of letters from a 	nite alpha�

bet �� modelled by a probability measure P on the space � �� �f�������g� For any 	nite n� the

information provided by the 	rst n letters can be described by the function

� logP 
�f������ng��

where �f������ng denotes the restriction of � to f�� � � � � ng� and P
�

y�� � � � � yn�

�
is the probability

that the pattern 
y�� � � � � yn� appears in the 	rst n trials� In the classical case� when the letters are

independent and identically distributed according to a measure �� the classical Shannon�MacMillan

theorem states that the rescaled information functions�

� �

n
logP 
�f������ng��

converge in L�
P � to the entropy

H
�� �� �
X
y��

�
y� log�
y�

of the measure �� The theorem can be extended to a general ergodic sequence� In the bilateral

case� when P is an ergodic measure on �Z� the limiting quantity takes the form

h
P � �� E
h
H
�
P�
� j P�

�i
�

where P�
� j P� is the conditional distribution of ��� and P is the �past� ��algebra generated by

the projection of � to the set f������ � � �g�
These constructions can be extended to a spatial setting when the random 	eld is given by a

stationary probability measure P on a con	guration space �Z
d

� Thouvenot 
��� and F�ollmer 
��

proved spatial extensions of Shannon and MacMillan�s result� The speci�c entropy is introduced

as

h
P � �� lim
n��

�

jVnjHVn
P ��

where Vn is the set of all lattice sites in 
�n� n�d� and HVn
P � is the entropy of the measure P

restricted to Vn� The existence of the limit follows from the subadditivity of HV with respect to V�
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The corresponding Shannon�MacMillan theorem shows that there is an L�
P ��convergence of the

functions

� �

jVnj logP 
�Vn�

behind the existence of the speci	c entropy� If P is ergodic then we obtain the formula

h
P � � E
�
H
�
P�
� j Pd�

��
�

where Pd is a ��algebra representing a spatial version of the �past�� More precisely� Pd is generated

by the projections of � to the sites preceding � in the lexicographical ordering of Zd�

Surface entropy� Our goal is to derive re	ned versions of the Shannon�MacMillan theorem� where

the information functions are observed along surfaces� This was carried out in 
��� for the surfaces

of boxes parallel to the axes� In this work we consider the two�dimesional case� and we develop a

construction of surface entropy where rectangles are replaced by general curves� More precisely�

guided by a suggestion of Hans F�ollmer� we introduce the speci	c entropy along sets generated by

lattice approximations to blowups of lines� and then extend this to polygons and piecewise smooth

curves�

Our 	rst result is a Shannon�MacMillan theorem for the speci�c entropy h�
P � of a stationary

random 	eld P along a line with slope � 
see Theorem ��� for rational and Theorem ��� for

irrational slopes�� We prove the L�
P ��convergence of the rescaled information functions along

increasing segments of the line�s lattice approximation


z� 
�z � a�� 
z �Z�� 
��

where 
x� denotes the integer part of x� If P ful	lls a ��� law on the tail 	eld� we obtain the formula

h�
P � �

Z �

�

E
�
H
�
P�
 � j P��t�

��
dt� 
��

where P��t is the ��algebra generated by those approximating sites which precede � in the lexico�

graphical ordering ofZ��

If � is rational� the mixing condition can be replaced by an ergodicity assumption� Furthermore�

the formula 
�� can be written as

�

q

q��X
���

E
h
H
�
P�

� � jP p
q �

�p
q

��i
�

where p
q
is the unique representation of � by integers p � N and q �Zhaving no common divisor�

The past ��algebras P p
q �

�p
q
correspond to the q di�ferent possibilities to start the q�periodic pattern

of the lattice approximation 
���

The extension to polygons requires a strong form of the ��� law on the tail 	eld� which was

introduced in 
���� It says that� for any subset J of Z�� the ��algebra generated by the sites in

J does not increase if we add information about the tail behaviour outside of J � see De	nition

���� Under this condition� we prove a Shannon�MacMillan theorem along polygons 
see Theorem

����� In particular� we obtain a representation of the speci�c entropy of P along a polygon as a

mixture of entropies along lines corresponding to its edges� Finally� we prove in Theorem ��� that

the speci�c entropy along a curve c � 
�� T � �� R� is a mixture

hc
P � �

Z T

�

hc��t�
P � dt 
��
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of entropies along the tangent lines� Here� hc��t�
P � denotes the speci	c entropy along a line having

the same slope as the tangent of c in t� see 
��� for the exact de	nition�

With a view toward di�erent types of Markov 	elds� we could use an alternative lattice ap�

proximation of a given line� Instead of approximating the line by the set of sites 
��� we can

use the sites corresponding to a contour� i�e�� a chain of bonds� Corresponding versions of the

Shannon�MacMillan theorem are developed in Section ��

About the proof� On an interval I � R�we de	ne the lattice approximation of a line with slope

� � 
�� �� and y�intercept a by

L��a
I� � 
z� 
�z � a�� 
z � I �Z� 
��

We want to prove the convergence of the rescaled informations

� �

n� �
logP

�
�L��a����n	�

�

n � N�

along sucessively larger segments of the line� To make this problem accessible to ergodic theory� we

have to 	nd a transformation which captures the stair climbing pattern along the lattice approxi�

mation of the line� If the slope is rational� the steps become periodic� and we proceed by combining

a 	nite number of di�erent transformations� In the case of an irrational slope� this method fails�

Here� we need to keep track not only of the integer part but also of the fractional part f�z� ag in

each step� This suggests the skew�product transformation

S� � T�� ��T� �


t� �� 	�� �
��
t�� 	�����z
a	��

�
� 
��

where T is the one�dimensional torus� equipped with the Borel ��algebra and the Haar measure�

and �� is the translation by �� Using appropriate ergodic theorems for skew products developed in


�� we obtain a Shannon�MacMillan theorem along the lattice approximation of the line�

The second step toward a speci	c entropy along general contours is a Shannon�MacMillan

theorem along polygons� Given a polygon 
� parametrized on 
�� T �� we study the sequence

�
�
logP

�
�L�n

��
n�N

of rescaled informations of P restricted to the lattice approximations L�n of the blowups

Bn

t� �� n

� t
n

�

t � 
�� nT ��

of 
� Conditioning site by site� the problem can be reduced to the Shannon�MacMillan theorem

along the edges� which is essentially covered by the 	rst step� The di�culty of getting around the

corners remains� but it can be overcome by the technique which F�ollmer and Ort used in the case

of boxes� Here that we need the strong form of a ��� law 
De	nition ����� Under this condition�

the entropy along a polygon is represented as a mixture of the entropies of its edges�

Our last step is the entropy along a piecewise smooth curve� By approximation with polygons�

we obtain our main result 
see Theorem ����� i�e�� the formula 
�� which represents the speci	c

entropy along a curve as a mixture of the surface entropies of its tangent vectors�

Relative entropy and large deviations� Shannon�MacMillan theorems for the speci�c relative

entropy h
Q�P � of two probability measures Q and P on the sequence space �f�������g are based



�

on the functions

� log
dQ

dP

�f������ng�

describing the relative information gained from the 	rst n trials of an experiment� They are a key

tool in the search for estimates in the theory of large deviations�

By a large deviation we mean a rare event� or an untypical behavior occuring in a random

sequence� Consider the empirical distributions

�n
�� ��
nX
i��

��i 
n � N�

of a stationary random sequence �i 
i � N�� If the measure P is ergodic then �n converges to

the marginal distribution � of P� P �almost surely and in L�
P �� Large deviations are events like


�n � A�� A being a set in the space of probability measures on � whose closure does not contain

��

The aim of large deviation theory is to 	nd lower and upper bounds which describe the asymp�

totic decay of the probabilities of such large deviations� In the classical case of a sequence of

independent and identically distributed random variables� the decay of large deviations of the

empirical distribution is described by Sanov�s theorem� Cram er�s theorem addresses similar ques�

tions for the empirical averages� As a third level for investigating large deviations� Donsker and

Varadhan 
�� initiated the investigation of large deviations of empirical processes�

In this paper we replace the random sequence by a random 	eld� and the empirical processes

by the empirical �elds

Rn
�� ��
�

jVnj
X
i�Vn

��i��

where 	i 
i �Zd� denotes the group the shift transformations�

Comets 
��� F�ollmer and Orey 
��� and Olla 
��� found the following large deviation principle

for the empirical 	elds of a stationary Gibbs measure� For any open subset A of the space M�
���

of probability measures on � � �Z
d

�

lim inf
n��

�

jVnj logP 
Rn � A� 
 � inf
Q�A�M����

h
Q�P �� 
��

and for any closed set C � M�
���

lim sup
n��

�

jVnj logP 
Rn � C� � � inf
Q�C�M����

h
Q�P �� 
��

where the rate function is given in terms of the speci	c relative entropy

h
Q�P � �� lim
n��

�

j Vn jHVn
Q�P ��

Phase transition� In the case of phase transition� there exists more than one Gibbs measure

with respect to the same potential� We are then faced with the following problem� Due to the

variational principle for Gibbs measures 
see F�ollmer 
�� and Lanford and Ruelle 
����� the speci	c

relative entropy of P to another stationary Gibbs measure Q with the same interaction potential
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vanishes� Thus� the relative entropy h
Q�P � appearing in 
�� and 
�� may be zero even though Q

is not contained in the closure of A� This suggests we need a re	ned analysis of large deviations

in terms of surface�order rather than volume�order entropies� Assume in fact that the interaction

satis	es the local Markov property� Then

HV 
Q�P � � H	V 
Q�P �

for any 	nite subset V of Z�� where �V is the boundary of V� that is� the set of all sites outside

of V which have distance � to V 
see the end of Section � in 
����� Consequently� this relative

entropy is in fact a surface�order term� and so it should be rescaled not by the size of the volume

jV j but by the size of its surface j�V j� This observation was the main motivation for introducing

the concept of surface entropy� and for proving the corresponding Shannon�MacMillan theorem�

In the context of the two�dimensional Ising model� Schonmann 
��� showed the existence of

surface�order upper and lower bounds for the large deviations of the emperical means� For attrac�

tive models with a totally ordered state space� F�ollmer and Ort found a lower bound for the large

deviations of the empirical 	eld in terms of the relative surface entropies along boxes 
see 
��� or

Theorem �����

In their detailed analysis of the two�dimensional Ising model� Dobrushin� Kotecky� and Shlos�

man 
�� justi	ed on the basis of local interactions� that the phase�separating curve has the form of

a Wul� shape� They proved a large deviation principle with a rate function in terms of the surface

tension along the Wul� shape� Using di�erent methods� Io�e 
see 
��� and 
���� was able to extend

their result up to the critical temperature� The appearance of such shapes suggests to extend the

large deviation bounds of F�ollmer and Ort from rectangles to general shapes�

This extension is carried out in the last section of this work� where we consider Gibbs measures

with attractive interactions on a two�dimensional lattice� We use the generalized surface entropies

introduced in Section � to re	ne the lower bound obtained by F�ollmer and Ort 
���� Theorem ���

gives a lower bound in terms of the speci	c relative entropies along curves� The probabilistic part

of the proof is similar to 
���� but we need additional geometrical arguments� In particular� the

asymptotic ratio of the length of a line segment and its lattice approximation comes into play� In

the lower bound 
Theorem ���� these quantities merge into a factor involving the derivative of the

curve�

As an alternative to the lattice approximation� we can use the contour approximation� which

corresponds to a di�erent de	nition of the boundary of a subset of Z�� If the Markov property

holds only for the contour boundary� we can again prove a lower bound 
Theorem ����� where the

surface entropy is constructed in terms of the contour approximation�

The role of Shannon�MacMillan theorems in the re	ned analysis of large deviations provided

the original motivation for this work� It seems� however� that the study of entropies along surfaces

may hold independent interest� This paper lays some of the groundwork for such a general theory

of speci	c entropies along shapes�

Outline of the paper� The 	rst section reviews the notions of a two�dimensional discrete random

	eld� the boundary of a lattice set� the local and the global Markov property� tail�triviality� short�

range correlations� and F�ollmer and Ort�s ��� law� We further recall the de	nitions of information

and entropy� and the Shannon�MacMillan theorem for stationary random 	elds�
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In the next section� we introduce a speci�c entropy of a random 	eld P along a line� The idea

to investigate such an object has two precursors� The 	rst is a volume�order directional entropy�

which Milnor 
see 
��� and 
���� introduced in the context of cellular automata� The second is

speci	c entropy along hyperplanes perpendicular to an axis� F�ollmer and Ort 
��� de	ned this as

a step toward their surface entropy along boxes� We combine these ideas for a two�dimensional

random 	eld P� We prove a Shannon�MacMillan theorem and an explicit representation for the

speci	c entropy h�
P � of P along a line with slope ��

The key to our proof is a careful description of the line�s lattice approximation� If the slope �

is rational the steps in the lattice approximation become periodic� We can then prove a Shannon�

MacMillan theorem by combining a 	nite number of di�erent transformations� In the case of an

irrational slope� no such simpli	cation is possible� Instead� we must use a skew�product transfor�

mation� whose second component keeps track of the irrational remainder at each step� It may be

noted that a technical distinction between rational and irrational slopes was also made by Sinai in

his work 
��� on Milnor�s directional entropy for cellular automata� This construction was further

developed by Park 
see 
���� 
���� and 
���� and Sinai 
����� The original problem of continuity with

respect to the direction was 	nally solved in Park 
����

In Section � we construct the speci�c entropy hc
P � of a random 	eld P along a curve c� It will

be obtained as the limit of renormalized entropies along lattice approximations of the blowups of c�

We prove an underlying Shannon�MacMillan theorem� which states that there is an L��convergence

of suitable rescaled information quantities behind the existence of the speci	c entropie� We further

prove a formula which represents hc
P � as a mixture of the speci	c entropies along its tangent

lines�

The proof is divided into three parts� Inspired by the construction of the speci	c entropy along

a line� we start again with a linear shape� Since the blowup procedure moves the shape in space� we

cannot immediately apply our result for the entropy along a line� but we will imitate that proof in

Section �� In the second part� we prove a Shannon�MacMillan theorem along polygons� In the last

part� we extend the result to curves� approximating them by polygons� Assuming that P ful	lls

F�ollmer and Ort�s ��� law we can extend the result to polygons� We can then pass by polygonal

approximation to general piecewise smooth curves� We conclude by deriving a scaling property of

hc
P ��

The last two sections focus on lower bounds for large deviations of Gibbs measures with attrac�

tive interactions in the case of a phase transition� The proofs depend upon the surface entropies

which we constructed in Chapter �� and on the corresponding Shannon�MacMillan theorems� We

begin by recalling the notions of interaction potential� energy� Gibbs measure� and phase transition�

We then turn our attention to attractive potentials� and to the extremal random 	elds P
 and

P�� In this context� we introduce the speci�c relative entropy hc
P
�� P
� along a curve c�

The main result 
Theorem ���� of this part appears in the 	nal section� It is a lower bound

for the large deviations under a Markov assumption� The proof uses the well known strategy

of switching to a measure under which the large deviation becomes normal behavior� and then

applying a Shannon�McMillan theorem� Making use of the global Markov property� we pass from

densities restricted to the lattice points inside of a polygon to densities on the lattice approximations

of its boundary� In this context� we prove an appropriate relative version of the Shannon�MacMillan

theorem� in analogy to the results in Section �� The second ingredient in the proof are geometrical
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observations resulting from replacing line segments parallel to the axes by general line segments�

For example� Lemma ��� computes that the asymptotic contribution of the fraction between a

lattice approximation of a line segment and its length equals
�p

� � ��
���

� where � is the slope of

the line segment� As an alternative� we prove a similar bound 
Theorem ���� in the case when the

Markov property is only satis	ed with respect to contour bound�

� Random �elds

Consider � �� �Z
�

� where � is a 	nite set� For any subset V ofZ� de	ne �V �� �V � Let �V be the

projection of � to V� PV the distribution of �V with respect to P� and FV �� �
�V � the ��algebra

generated by this projection� A probability measure P on 
��F� is called a two�dimensional

discrete random �eld� The transformations 

v�v�Z� de	ned by 
v�
u� � �
u � v� 
u �Z�� form

the group of transformations on �� called shift transformations� We assume P is stationary� that

is� invariant with respect to the shift transformations� The classical case of a random 	eld is a

collection 
�u�u�Z� of independent random variables�

There are di�erent levels of Markov properties for random 	elds� when the subset of the lattice

which generates the condition has to be �nite� and when it can be any type of subset of the lattice�

They both involve the boundary

�V �� f j �Z� n V j distV 
j� � � g� 
��

of a subset V of the lattice Z��

De�nition ���� A random �eld P has the local Markov property if� for any �nite V � Zd and

for any nonnegative FV �measurable ��

E
� j FZdnV � � E
� j F	V �� 
��

A random �eld P which ful�lls the local Markov property is called a Markov 	eld� If ��� holds for

all any V �Zd� then P has the global Markov property�

In Section �� we will introduce the class of Gibbs measures in terms of interaction potentials�

Any Gibbs measure belonging to a nearest�neighbor potential is a Markov 	eld� Examples of

random 	elds which have the local Markov property but not the global Markov property were

given by Weizs�acker 
��� and Israel 
����

Note that the boundary 
�� is not necessarily a contour in the sense of statistical mechanics�

that is� a chain of bonds� Closing the gaps� we obtain the contour boundary� de	ned as

b�V �� f j �Z� nV j distV 
j� � � or distV 
j� �
p
�g� 
���

Replacing � by b� in De	nition ��� leads to slightly di�erent Markov properties�

P is called tail�trivial if it ful	lls a ��� law on the tail �eld

T ��
�

V�Z� �nite

FZ�nV �
�
n�N

FZ�nVn � 
���
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where Vn ��
�
v �Z�

		 kvk � n


� with the maximum norm k � k� Due to the spatial structure of a

random 	eld� tail�triviality is equivalent 
cf� Proposition ��� from 
���� to a mixing condition called

short�range correlations �

sup
A�F

Z�nVn

jP 
A�B� � P 
A�P 
B� j n������� � for all B � F � 
���

The following condition was introduced by F�ollmer and Ort in 
����

De�nition ���� P satis�es the strong ��� law if for any subset J ofZd the ��algebra Fj coincides
modulo P with the ��algebra

F�
J ��

�
V�Z� �nite

FJ	�Z�nV �� 
���

For J � � it reduces to the classical ��� law on F � Remark ����� from 
��� shows that the strong

��� law implies the global Markov property for P provided P has the local Markov property�

Let V and W be subsets ofZ�� The information in � restricted to V� with respect to P� is given

by the random variable

I
PV �
�� �� � logP 
�V �� 
���

and the information conditioned on FW is de	ned as

I�PV 
 � jFW �
��
�
�� � logP 
�V j�W ��

The entropy of P restricted to V is

HV 
P � �� �E
I
PV �
��� � �
X

���Z�

P 
�V � logP 
�V �� 
���

and the conditional entropy of P to FW is

HV 
P 
 � jFW �� �� �E
logP 
�V j�W �� � H
PV 
 � jFW ���

The speci�c entropy of P is de	ned by

h
P � �� lim
n��

�

jVnjH
PVn��

Its existence can be proved by a subadditivity property 
for instance cf� Theorem ����� in 
�����

but it also follows from a Shannon�MacMillan theorem� F�ollmer 
�� and Thouvenot 
��� proved

that the speci	c entropy for ergodic P is

E
�
H
�
P�
 � jP�
��

��
�

where P�
 � jP� is the conditional distribution of � with respect to the ��algebra P generated by all

sites which are smaller than � with respect to the lexicographical ordering on Z�� Moreover� they

showed that the sequence of rescaled information quantities provided by a stationary P� restricted

to the lattice sets Vn 
n � N�� converges in L�
P � �

�

jVnj I
PVn�
n������� E

�
H
�
P�
 � jP�
��

�		J �� 
���

where J is the ��algebra of all sets which are invariant with respect to the transformations 
v 
v �
Z
���
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� A Shannon�MacMillan theorem along lines

The function

l��a
x� � �x� a 
x � R� 
���

describes the line with slope � and y�intercept a� Using 
x� and fxg for the integer and the fractional

part of x� respectively� the two�sided sequences�

l��a
z��

�
z�Z

and
�fl��a
z�g�z�Z

are the line�s integer and fractional parts at the integer points z �Z� In the case when � � � � ��

the lattice approximation of l��a on an interval I �Zis de	ned as

L��a
I� ��
�

z� 
l��a
z��� j z � I �Z
� 
���

In the case when �� � � � �� we use the lattice approximation L��a
I� �� �L���a
I�� If j�j � ��

we represent the line as a function of the y�axis with the new slope �
�

or � in the case of the y�axis

itself� and proceed as before�

We want to identify the speci	c directional surface entropy h�
P � of P as the limit of the

rescaled entropies along successively increased parts of the lattice approximation to the line� that

is� as the limit of the sequence

�

jL��a

�� n��jH
�
PL��a����n	�

�

n � N��

The convergence of this sequence will follow from a stronger result� the L�
P ��convergence of the

corresponding sequence of rescaled information� that is�

�

jL��a

�� n��jI
�
PL��a����n	�

�

n � N��

This will be the main result of this section 
see Theorem ��� for rational �� and Theorem ��� for

irrational ���

In order to make our problem accessible to ergodic theory� we need to create a transformation

that follows the stair climbing pattern along the lattice approximation of the line� This will be

achieved by keeping track at each step not only of the integer part� but also of the fractional part�

Let

��
t� �� ft� �g 
t �T�
be the translation by � on the torus T �� 
�� �� with its ends identi	ed� Consider the product

space T� �� equipped with the product ��algebra F � and the product measure P � � 
 P� The

transformation

S� � T� � ��T��


t� �� 	�� 
��
t�� 
����t
�	���

follows the desired path� as we shall see in Lemma ����

We 	rst develop several technical tools� that assist in constructing speci	c entropy along lines�

The same tools will 	nd application again when we come to de	ning speci	c entropy along nonlinear

shapes�



��

Lemma ���� For � � R� z�ez �Z� a� Tand I �Zwe have the following	

�i� � z�
a� � fa� �zg � fl��a
z�g�

�ii� The function � z� has a unique zero� at t � f�z�g� More explicitly� we get	 If z and so � are

both positive or both negative� then � z� has a unique zero� at t � �� fz�g� If one is negative

and the other is positive� then � z� has a unique zero� at t � �fz�g� If one of them is zero

then � z� has a unique zero� at t � ��

�iii� l��a
z � ez� � l��a
z� � �ez and l��a
z
z� � l��a
z� � ez�
�iv� 
l��a
z � ez�� � 
l��a
z�� � 
l
z

�
�a�
ez�� and 
l��a
z
z�� � 
l��a
z�� � ez�

�v� L��a
I � z� � L��
z
�
�a�
I� � 
z� 
l��a
z����

�vi� L��a
z
I� � L��a
I� � 
�� z��

Proof�


i� The 	rst equality can be seen easily by induction� and the second follows from 
����


ii� The case z � � and the case � � � are trivial� Let z �Zn f�g� By 
i�� � z� has a zero at t if

and only if ft� z�g � �� The latter is equivalent to t� z� �Z� which means

t� fz�g �Z� 
���

If z � N and � � � then � � t � fz�g � �� since � � t � �� Therefore� condition 
��� is

equivalent to t� fz�g � �� that is t � �� fz�g� If z and � are both negative� fz�g is again

positive and the argument works as well� If one is negative and the other positive� then

�� � t � fz�g � �� and 
��� is equivalent to t � fz�g � �� so t � �fz�g�


iii�

l��a
z � ez� � �
z � ez� � a � l��a
z� � �ez�
and l��a
z
z� � �z � a� ez � l��a
z� � ez�


iv� Using 
iii� we get


l��a
z � ez�� � �

l��a
z�� � fl��a
z�g � �ez�

� 
l��a
z�� � 
� z�
a� � �ez� � 
l��a
z�� � 
l
z
�
�a�
ez���

The second equation follows from the second equation in 
iii�� because z is an integer�


v� By 
��� and 
iv�� we obtain

L��a
I � z� �
�

ez� 
l��a
ez���		 ez � I � z



�

�

ez � z� 
l��a
ez � z���

		 ez � I



�
�

ez� 
l
z��a�
ez��� � 
z� 
l��a
z���

		 ez � I



� L
z
�
�a�
I� � L��a
z��



��


vi� By 
��� and 
iv�� we get

L��a
z
I� �
�

ez� 
l��a
z
ez�� j ez � I



�
�

ez� 
l��a
z
ez�� � 
�� z� j ez � I



� L��a
I� � 
�� z��

Lemma ���� The iterates of the transformation S�
t� �� � 
��
t�� 
����t
�	��� 
t �M�� � �� are

given by Sn� 
a� �� �
�
�n� 
a�� 
La�n��

�
for all n � N��

Proof� With �
a� �� 
�� 
a� ���� we have S�
a� �� � 
��
a�� 
��a���� and we obtain

Sn� 
a� �� � 
�n� 
a�� 
�n�a��� where �n �
n��X
i��

� � � i��

It remains to show that �n
a� � 
n� 
l��a
n��� for all a � T� For the 	rst component this is obvious�

For the second component it follows by induction� It is trivial for n � �� and by de	nition 
����

and by Lemma ���
iv� we have

�
���
n
�
a� � ����n 
a� � ����
�n� 
a�� � 
l��a
n�� � 
�n� 
a� � ��

� 
l��a
n�� � 
l��
n
�
�a�� � 
l��a
n � ����

The next lemma plays a key role in proving Shannon�MacMillan theorems by means of the

ergodic theorem from 
��� To avoid double indices we skip � in the notation� and write L
a� I� in

place of L��a
I�� De	ne the functions

Fi
t� �� �� I�P�
 � jFL�t���i���	��
�

�� 
t� �� �T� �� 
���

for i � N� and

F 
t� �� �� I�P�
 � jFL�t�������	��
�

�� 
t� �� �T� �� 
���

Lemma ���� For all a � T� � � �� and n � N�

I
PL�a����n	��
�� �
nX
i��

Fi � Si
a� ���

Proof� Conditioning of the measure of the left�hand side leads to

P 
�L�a����n	�� �
nY
i��

P 
�L�a�fig�j�L�a����i��	���

By de	nition of L and shifting we obtain that the latter expression equals

nY
i��

P 
������j�L�a����i��	��L�a�fig�� � 
L�a�fig��

Lemma ���
iii�� with I � 
�i����� yields
nY
i��

P 
������j�L�
i�a����i���	�� � 
L�a�fig��



��

and by the previous lemma we obtain

I
PL�a��������n	�
�� �
nX
i��

I�P�
 � jFL�
i�a�������i	��
�


L�a�fig���

for all a �Tand n � N�
To apply ergodic theorems to the right�hand side in ���� we need to study the asymptotic

behavior of the functions I�P�
 � jFL�
i�a�������i	��
�
as i goes to in	nity as well as their dependence

on the parameter a�

Lemma ���� Assume that� for all A � FZ�nf�����g�

P
�
������

		A� � � for P �almost all � � �� 
���

Then for any t �T� Fi
t� �� converges to F 
t� �� P �almost surely and in L�
P � as i goes to in�nity�

For any � � �� the functions Fi
�� �� 
i � N� are piecewise constant in t� and the number of

discontinuities is �nite� If � is rational then F 
�� �� is of this type as well�
Let � be irrational� Assume that P ful�lls the strong ��� law and that there is a constant c � ��

such that� for all A � FZ�nf�����g�

P
�
������

		A� � c for P �almost all � 
���

Then F 
� � �� is Riemann�integrable in t�

Remark ��	� As can be seen in the proof� the set of points where the function Fi
�� �� may be

discontinuous is given by
�f��g		� � ��� �����i
� When � is rational the set of potential points of

discontinuities of Fi
�� �� and F 
�� �� is��
�
p

q


		� � ��� �����
q� i�
�
where p

q is the unique representation of � with integers p �Zand q � N having no common divisor�

Proof of the Lemma� Fix any t �T� Since the ��algebras �FL��t������i	��i�Nform an increasing

family�
�
P
�
������

		�L��t������i	���
i�N

is a martingale� so that we obtain by the convergence theorem

for martingales�

P
�
������

		�L��t������i	�� i������� P
�
������

		�L��t���������

�
� 
���

P �almost surely and in L�
P �� By 
��� this remains true when we take logarithms on both sides�

and this proves the 	rst assertion of the lemma�

To prove the second part of the lemma� 	x � � �� Chose any t�et � T� and 	nd a 
su�cient�

condition under which Fi
t� �� � Fi
et� ��� The only in!uence that the variable t actually has

on Fi� is its e�ect on the set L��t

����i�� of sites we condition on� By 
���� L��t 

����i�� �

L��t 

����i�� if and only if


l��t
��� � 
l��t
��� for all � � ��� �����i� 
���

Fix � � f�� ���� ig� By Lemma ��� 
i��


l��t
��� � l��t
��� fl��t
��g � ��� � ��� 
t��



��

so that� the equality in 
��� is equivalent to

t� et � ��� 
t� � ��� 
et�� 
���

We know from Lemma ���
ii� that ��� has a unique zero in t��� �� f��g� The equality 
��� is

ful	lled if and only if t and et are both either smaller than t��� or larger than t���� Applying this

argument to all � � f��� �����ig� we see that the function Fi
 � � �� is piecewise constant� and the

set of possible jumps is given by

Di �
�f��g		� � ��� �����i
�

If � is rational� these sets are actually independent of i� for i large enough� Use the unique

representation � � p
q given in Remark ���� We obtain by periodicity of the sequence 
f�� pq g���N

that

Di �
� �� �

p

q


		� � ��� �����
q� i�
�
It remains to prove that� in the case when � is irrational� F 
�� �� is still Riemann�integrable in t�

It su�ces to show that the set of points where the function is discontinuous has Lebesgue measure

zero� We will prove that F 
�� �� is continuous on TnD�� where D� ��
�f��gj � � ������ ���
�

Fix t� � Tn D� and let be � � �� We apply a Lemma from 
��� 
see Lemma ����� with Bk �

L��t

�k������ and B�k � L��t

�k����� � 
Z� n Vk�� where Vk � 
�k� k��� This gives us a k� � N
such that for all k 
 k� and t �Twith

L��t�

�k����� � L��t

�k������ 
���

we obtain 			P �������		�L��t����k���	��� P
�
������

		�L��t���k���	�� 			 � �� 
���

By de	nition of t�� � �� min
�j t�� t���j

		 � � ��� �����k
 is larger than �� But by Lemma ���
i��


��� is true for all t �Tfor which jt�t�j � �� which proves the continuity of P
�
������

		�L��t���k���	��
in t � t�� Finally� by taking logarithms and using 
���� we obtain that the continuity in t� yields

as well for Fk
� � ���
Our Shannon�MacMillan theorems will now follow by the ergodic theorems which we proved in

Section � of 
��� We use the abreviation

P��t �� FL��t�������	� 
���

for the past ��algebra occuring in the limits� In the case of a rational slope we apply Corollary ���

in 
��� and Maker�s version of Birkho��s ergodic theorem 
cf� Theorem ��� in Chapter � of 
��� for

Maker�s theorem� or see Corollary ����� in 
�� for an explicit version of Corollary ��� in 
�� in the

spirit of Maker�� The assumptions on the functions Fn�i in these theorems a ful	lled by Lemma

����

Theorem ��
� Let � be rational� and p
q
its unique representation with integers p �Zand q � N

having no common divisor� Assume that P ful�lls condition 
���� Then for all a � R�

�

n� �
I
PL��a����n	��

n������� �

q

q��X
i��

E
h
H
�
P�

� � 		P p
q �

ip
q

�

��

�			J i



��

P �almost surely and in L�
P �� where J is the ��algebra of all sets which are invariant with respect

to the transformation 
�q�p��

In particular� if P is ergodic with respect to 
�q�p� then the limit simpli�es to

�

q

q��X
i��

E
h
H
�
P�

� � jP p
q
� ip
q

�

��

�i
�

In the case of an irrational slope we need stronger assumptions to guarantee the Riemann

integrability of the functions 
��� and 
����

Theorem ���� Let � be irrational� Assume that P ful�lls 
��� and the strong ��� law� Then for

all a � R�

�

n� �
I
PL��a����n	��

n�������
Z �

�

E
�
H
�
P�
 � jP��t�
��

��
dt

in L�
P ��

Proof� Set �
t� �� 
�� 
t � ���� Since k�n
t�k 
 n� the sequence tends to in	nity as n goes to

in	nity� As a special case of the strong ��� law� P ful	lls a ��� law on the tail 	eld� Since � is

irrational� �� is ergodic� Corollary ��� in 
�� with v� � 
�� �� and v� � 
�� �� implies the ergodicity

of the skew product S from Lemma ���� By Lemma ����

�

n� �
I
PL��a����n	�� �

nX
i��

Fi � Si
a� ���

We are going to apply Corollary ���� in 
��� Maker�s version of Birkho��s ergodic theorem 
cf�

Theorem ��� in Chapter � of 
��� for Maker�s theorem� or see Corollary ������ in 
�� for an explicit

version of Corollary ���� in 
�� in the spirit of Maker�� By Lemma ���� the Riemann integrability

assumptions on the function F� Fi 
i � N� are ful	lled� We have k�i
t� � �j
t�k 
 ki � jk� and

lim
n��

�

n�

		�� � i� j � n
		 ji� jj � m


		 � �

for all m � N� This implies condition the condition on � we needed for Corollary ���� in 
���

� A Shannon�MacMillan theorem along general shapes

Let P be a stationary random 	eld that saties	es the strong ��� law and the condition 
����

The goal of this section is a Shannon�MacMillan theorem for a stochastic 	eld along the lattice

approximations of the blowups of a curve c� and a nice formula for the limit hc
P �� the speci�c

entropy of P along c�

In the 	rst subsection� we considered the linear case� that is� when c is a line segment� The

proof of the corresponding Shannon�MacMillan theorem 
see Theorems ��� and Theorem ����

is based on the same ideas as the proofs of Theorem ��� and Theorem ���� The sequence of

blowups of a line segment is moving in space� requiring more careful attention than a single line

being progressively revealed� The second subsection proves a Shannon�MacMillan theorem along



��

polygons 
see Theorem ����� and the third subsection develops the result for curves 
see Theorem

�����

Another purpose of this section is to introduce an alternative way of approximating a line

by a subset of the lattice� A contour in statistical mechanics is a set of sites corresponding

unambiguously to a chain of bonds� The lattice approximation we used so far is not a contour

in this sense� As an alternative� we introduce the contour approximation� It is a contour� and it

corresponds to the contour boundary de	ned in 
���� It creates a slightly di�erent formula for the

speci	c entropy along a line� Since the speci	c entropy along a line is the foundation of the speci	c

entropy along polygons and curves� we obtain alternative formulas for those entropies as well� We

will call them speci�c contour entropies� and denote them by bh�� bh� � and bhc�
Let c �

�
c���� c���

�
be a piecewise di�erentiable planar curve parametrized by t � 
�� T �� Suppose

that c does not go through the origin� and that it hits the y�axis in t � �� The blowups of the curve

c are given by

Bnc � 
�� nT � �� R
�� Bnc
t� � n c

� t
n

�

n � N�� 
���

In particular� B�c � c�

As will be shown later� it is enough to consider a curve c given by the graph of a function � on

a segment of one of the axes� Suppose that � is a function on the interval 
x� ex� of the x�axis� The
case of the y�axis can be treated analogously� More precisely� x � c���
�� and ex � c���
T �� The

interval 
x� ex� contains a 	nite number u of integers z� z � �� ���� z� u� More precisely� u � 
x� ex�
or u � 
x� ex�� �� In the same way� the blowups Bnc can be represented as graphs of functions �n

of intervals 
xn� exn�� More explicitly� we obtain by 
���

xn � Bnc
���
�� � nx � nc���
��exn � Bnc
���
nT � � nex � nc���
T ��

Again� the interval 
xn� exn� contains a 	nite number un of integers zn� zn � �� ���� zn� un� where

un � 
n
ex� x�� or un � 
n
ex� x��� �� 
���

In particular� the sequence 
un�n�Ngoes to in	nity�

��� Line segments

As a 	rst step� we consider the linear case� that is� when c is a line segment� Then we have for the

corresponding functions �n

�n
x� � �x� an for x � 
nc���
��� nc���
T ���

where � �
c���
T �� c���
��

c���
T �� c���
��
and an � n
c���
��� �c���
����

Assume � � � � �� As explained at the beginning of Section �� the other cases can be reduced

to this case� At 	rst sight it seems we could just apply the results for the speci	c entropy along

a line from the last section� But the blowups of the line segments move in space� which has the

following consequences�



��


i� There is a sequence 
an�n�Ninstead of a constant a�


ii� the sequence is real�valued� as opposed to the constant having values in T�


iii� the positions of the lattice points in each step� as well as their number� are more di�cult

to control� In the case of the line we simply looked at approximating points with x�values

between � and n� Now� we have to deal with lattice points whose x�values lie in the interval

zn� � � � � zn � un�

The last problem forces us to apply� at each step n� an additional shift to � which brings the line

segment close to the origin� These shifts do not a�ect the L�
P ��convergence since the limit is

shift invariant� The number of points in the nth step is given by 
un�n�N� instead of simply n� �

as in the last section� but this is irrelevant as long as the sequence goes to in	nity� The second

problem requires another shift in each step n� The 	rst point is the most delicate� It is here that

we really need the convergence of the ergodic averages in all t� which was discussed in Section � of


���

We begin with a precise description of the contour approximation� Unless � � �� the lattice

approximation L��a used in the last section does not de	ne a unique contour� The last site before

a new step is catercornered from the 	rst site of the step� so not connected by a bond� The contour

approximation is obtained by adding� at each new step� the site which is one unit below it� A new

step begins in i� � if

� i�
fag� 
 �� �� 
���

and the site we will add in this case is L��a
I� � 
�� ��� For I �Zlet

bL��a
I� ���L��a
i� 		 i � I

 � 
����

L��a
i� � 
�� ��
		 i � I � f�
i� � ag� � 
 �



be the contour approximation of the line segment l��a
I�� Lemma ��� and Lemma ��� translate

immediately to bL�
Unfortunately� the new sites are not in the orbit of the skew product� and are therefore over�

looked by the ergodic averages we want to use to prove the convergence� We will get around this

di�culty by taking ergodic averages of two functions� one function is evaluated along the orbit of

the skewproduct� the other one is taken at all sites which are one unit to the left of the orbit� but

vanishes as long as no new step is reached�

Set a �� a�� Using the notation for 
x� ex� described above 
���� de	ne for n � N�

Ln
a� �� L��an
zn� zn � �� � � � � zn � un�� 
���

and

bLn
a� �� bL��an
zn� zn � �� � � � � zn � un�� 
���

The total number of sites in Ln
a� is un � �� and in bLn
a� it is
jbLn
a�j � un � � �

		�i � N�

		 � � i � un� �
zn
i��
� 
fag� 
 �� �


		� 
���



��

We will study the renormalized information functions

�

jLn
a�j I
�
PLn�a�

�

�� and

�

jbLn
a�j I�PLn�a��
�� 
���

along the lattice approximation and the contour approximation of the line segment at � � �� Our

goal is to prove their L�
P � convergence�

The proof for the lattice approximation is easier version of the proof for the contour approxi�

mation� We will carry out the details of the proof only in the latter case� To transform 
��� into

some sort of ergodic average we 	rst condition on sucessively smaller parts of bLn
a�� A new step

begins at i if � zn
i��� 
fag� 
 �� �� In this case� bL��a
zn � i� consists of two sites�

L��a
zn � i� � 
�� �� and L��a
zn � i�� 
���

For conditioning� we have to treat these two sites separately� For the 	rst one� the set we have

to condition on is just bL��an
zn � i � �� � � � � zn�� but for the second one we need to add the site

L��an
zn � i�� 
�� ��� For z� ez �Zwith ez 
 z de	ne the setsbL���a
ez� � � � � z� �� 
�����
bL��a
ez � �� � � � � z� � �L��a
ez� � 
�� ��
�

if � z��� 
fag� 
 �� ��bL��a
ez � �� � � � � z� otherwise�

We will need the following equalities�

Lemma ���� For n� i � N� z �Z� and a � R we have

�i� L��a
z � i� � L��a
z� � L��
z
�
�fag�
i��

�ii� bL��a
z � i � �� � � � � z�� L��a
z � i� � bL��
z�i� �fag�
��� � � � ��i��

�iii� bL���a
z � i � �� � � � � z�� L��a
z � i� � bL�
��


z�i
� �fag�


��� � � � ��i��

Proof�


i� Applying the second equation in Lemma ���
v�� with a � fag and z � 
a�� and then the 	rst

equation� with ez � i� and 	nally the de	nition 
���� we obtain

L��a
z � i� � 
z � i� 
l��fag
z � i��� � 
�� 
a��

� 
z � i� 
l��fag
z�� � 
l��
z��fag�
i��� � 
�� 
a��

�
�
z� 
l��a
z��

�
�
�
i� 
l��
z

�
�fag�
i��

�
� L��a
z� � L��
z

�
�fag�
i��


ii� Using Lemma ���
vi�� with a � fag and z � 
a�� and then Lemma 
v�� with I � f��� ���� ig
and z � z � i� and 	nally the 	rst equation in 
iv� with a � fag and z � 
a�� we see thatbL��a
z � i� �� � � � � z� � bL��fag
z � i � �� � � � � z� � 
�� 
a��

� bL��
z�i� �fag�
��� � � � ��i� � L��fag
z � i� � 
�� 
a��

� bL��
z�i
�

�fag�
��� � � � ��i� � L��a
z � i��



��


iii� If � z
i��� � � � � bL���a
z � i � �� � � � � z� coincides with bL��a
z � i � �� � � � � z�� Otherwise we

obtain by 
i� and 
ii��

bL���a
z � i� �� � � � � z�� L��a
z � i�

�
�bL��a
z � i � �� � � � � z� � 
L��a
z � i�� 
�� ���

�� L��a
z � i�

� bL��
z�i�
�fag�
��� � � � ��i� �

�
L��a
z � i� � 
�� ��� L��a
z � i�

�
� bL��
z�i

�
�fag�
��� � � � ��i� � f�
�� ��g�

and applying De	nition ��� with ez � �� leads to the desired result�

We calculate the information in 
��� by conditioning site by site along bLn
a�� To make reading

easier we use �
i� instead of �i� We see that

�I
PLn�a��
�� 
���

�
unX
i��

�
logP

h
�
�
L��an
zn � i�

� 			��bL���an
zn � i � �� � � � � zn�
i

���


zn�i��
� �fang�
���


 �
logP

h
�
�
L��an
zn � i�� 
�� ��

� 			��bL��an
zn � i � �� � � � � zn�
�i�

Shifting � to the origin leads to

unX
i��

logP
h
�
�� ��

			��bL���an
zn � i� �� ���� zn�� L��an
zn � i�
�i � 
L��an �zn
i�

�

unX
i��

��


zn�i��
� �fang�
���


 � 
���

logP
h
�
�� ��

			�� bL��an
zn � i � �� � � � � zn�� 
L��an
zn � i� � 
�� ���
�i

� 
L��an �zn
i��������

We examine the two sums separately� Lemma ���
iii� transforms the summands of the 	rst

sum to

logP
h
�
�� ��

			��bL�
��
zn�i� �fang�


��� �����i��i � 
L��an �zn
i�� 
���

By Lemma ���
i�� this equals

logP
h
�
�� ��

			��bL�
��


zn�i
� �fang�


��� �����i��i � 
L
���

zn
�

�fang�
�i� � 
L��an �zn�� 
���

De	ning the family of functions

Fi
t� �� � � logP
h
�
�� ��

			��bL���t
��� �����i��i 

t� �� �T� �� 
���

allows us to rewrite this as

Fi

�
� i�
�
� zn� 
fang�

�
� 
L���zn

�
�fang�

�i� � 
L��an �zn� �
�
� 
���



��

which is� by Lemma ���� the same as

Fi � Si
�
� zn� 
fang�� 
L��an �zn� �

�
� 
���

For the second sum in 
��� we can proceed similarly� By Lemma���
ii�� we get for their addends

�f
zn�i��� �an�
���g
�

logP
h
�
�� ��

			��bL��
zn�i� �fang�

��� � � � ��i� � 
�� ��

�i � 
L��an �zn
i��������
Using Lemma ���
i� again leads to

�f
zn�i��
�

�an�
���g
logP

h
�
�� ��

		��bL��
zn�i
�

�fang�

��� � � � ��i� � 
�� ��

�i
� 
L

���
zn
�

�fang�
�i� � 
L��an �zn�������� 
���

De	ning the family of functions

Gi
t� �� � � logP
h
�
�� ��

			��bL��t
��� �����i�� 
�� ��
�i



t� �� �T� �� 
���

allows us to write the second addend in 
��� in the form

�f
i��� �t�
���gGi

�
� i�
�
� zn� 
fang�

�
� 
L

���
zn
�

�fang�
�i� � 
L��an �zn������� �

�
� 
���

which is� by Lemma ���� the same as

�f
i��
�

�t�
���gGi � Si
�
� zn� 
fang�� 
L��an �zn������� �

�
� 
���

Putting 
��� and 
��� in 
���� and renormalizing�

�bLn
a�I
PLn�a��
�� � �bLn
a�
unX
i��

Fi � Si
�
� zn� 
fang�� 
L��an �zn� �

�

���

�
�bLn
a�

unX
i��

�f
i��
�

�t�
���gGi � Si
�
� zn� 
fang�� 
L��an �zn������� �

�
�

Finally� we have to divide by the number un � � � kun of summands� in place of the original

rescaling factor bLn
a�� The next lemma computes the asymptotic contribution of the fraction

resulting from the change of renormalization�

Lemma ���� For all t � T�
un � �

jbLn
t�j n������� �

� � �
�

Proof� Let

kun ��
		�i � N�

		 � � i � un� �
zn
i
� 
fang� 
 �� �


		
denote the number of steps between � and un� Since 
��� implies

un � �

jbLn
t�j � un � �

un � � � kun
t�
�

�

� � kun �t�
un
�

�

it remains to show that
kun
t�

un � �

n������� ��



��

We have the estimate kun � 
L��a
zn�un��L��a
zn���� � 
�un���� and� analogously� kun 
 
�un��

The convergence follows from


�un� � �

un � �
� �

un
un � �

� f�ung
un � �

�
�

un � �

and

�un�

un � �
� �

un
un � �

�
f�ung
un � �

�

Now� the sums are in the form required by our ergodic theorems for skew products� To prove the

convergence� we have to distinguish the case when � is rational from the cases when it is irrational�

because this determines whether �� is periodic or uniquely ergodic� However� since Lemma ��� can

be carried over from L to bL� the assumptions on the functions Fi and Gi were already proven in

the last section� In particular�

Fi
t� ��
i������� � logP

h
�
�� ��

			��bL���t
�N��i 
���

and

Gi
t� ��
i������� � logP

h
�
�� ��

			��bL��t
�N� � 
�� ��
�i
� 
���

For rational �� Theorem ��� follows from Corollary ��� in 
��� in the way we explained it in the proof

of Theorem ���� In the case when � is irrational we need the ergodicity of the skew product 
see

Theorem ��� in 
���� and we apply Corollary ���� from 
�� as it was done in the proof of Theorem

����

Before we state our theorem� we introduce a shorter notation for past ��algebras arising from

the conditionings in 
��� and 
����

P�
��t �� F�bL���t
�N�� 
���

corresponds to the condition used for upper sites� and

P

��t �� F�bL��t
�N� � 
�� ��

�

���

correspond to the conditioning needed for the lower sites� Note that there is a step between bL
���
and bL
�� if and only if t � �� and that� by 
����

P�
��t �

��
F
��


�i� 
t� �i��
		 i � N
� f
�����g� if t � ��

F
��


�i� 
t� �i��
		 i � N
� if t 
 ��

Theorem ���� As n goes to in�nity�

�

jbLn
a�j I
PLn�a��
converges in L�
P � and uniformly in a � R to the speci	c contour entropy along a line with slope

�

bh�
P � ��
�

� � �

�Z �

�

E
�
H
�
P�
� j P�

��t�
��
��
dt�

Z �

���

E
�
H
�
P�
� j P


��t�
��
��
dt

�
�



��

Replacing the contour approximation by a lattice approximation� we obtain a similar theorem�

The proof is an easier version of the proof of Theorem ���� We simply set Gi � �� for all i � N�
and switch to the lattice approximation in the conditionings� The limit is just the entropy h�
P �

of P along a line with slope �� Recall that

h�
P � �

Z �

�

E
�
H
�
P�
 � j P��t�
��

��
dt�

Theorem ���� As n goes to in�nity�

lim
n��

�

jLn
a�j I
PLn�a�� � h�
P �

in L�
P �� and uniformly in a � R�

��� Polygons

The next step is to de	ne the entropy along a polygon� that is a piecewise linear curve 
 � 
�� T ��
R� without self�intersections� Without loss of generality� we can assume that 


�� T �� does not

contain the origin� Now� the blowups of 
 are well�de	ned� We want to track the construction

back to entropies along the lines corresponding to the edges of the polygon� To make use of the

construction given above we describe the polygons in the same notation� Let R be the number of

edges of 
� We can 	nd slopes ��r� � 
��� ��� constants t�r� � R� and intervals I�r� of the x� or the

y�axis such that



�

�� T �

�
�

R�
r��

l��r��t�r�
I
�r��� 
���

with l��t as de	ned in 
��� as a function of the x� of the y�axis�

Proceeding the same way for the blowups Bn
 
n � N� 
see ���� we choose t
�r�
n � R and

I
�r�
n � R� such that

Bn

�

�� T �

�
�

R�
r��

l
��r��t

�r�
n

I�r�n ��

The contour approximations 
��� of the edges of Bn
 combine to a contour approximation

bL�n ��
R�
r��

bL
��r��t

�r�
n


���

ofBn
�And analogously� the lattice approximations of the edges combine to a lattice approximation

L�n ��
R�
r��

L
��r��t

�r�
n


���

of Bn
�

Theorem ��	� For the lattice approximation we have

�

lengthL�n
I
PL�n�

n������� �

length


RX
r��

length
�r� h��r�
P � 
���



��

in L�
P �� and for the contour approximation we obtain

�

length bL�n I
PL�n�
n������� �

length


RX
r��

length
�r� bh��r�
P � 
���

in L�
P ��

Remark ��
� The limits in �
�� and 
��� can be written as

�

length


Z T

�

h���t�
P � dt� respectively
�

length


Z T

�

bh���t�
P � dt�

where 
�
t� denotes the right derivative of 
�

The proof of the theorem requires a lemma from 
���� which we recall for the reader�s conve�

nience�

Lemma ���� 
F�ollmer and Ort� Consider ��algebras Bi � B�i 
i � N� increasing to B�� respectively

decreasing to B��� and assume that

B� � B�� mod P� 
���

Then for any � � L�
P ��

lim
i��

sup
Bi�Ci�B�i

��E
� j Ck��E
� j B��
��
L��P �

� �� 
���

Proof� Let k � k denote the L�
P ��norm� Put �i � E
� j Bi� and ��i � E
� j B�i � for i � �� � � � ���

If Bi � Ci � B�i then� by projection and contraction�

k �� �E
� j Ci� k� k �� �E
��i j Ci� k
� k �� � �i k � k �i �E
��� j Ci� k � k E
��� j Ci�� E
��i j Ci� k
� k �� � �i k � k �i � ��i k � k ��� � ��i k�

and this converges to � by forward and backward martingale convergence� since �� � ��� by

assumption�

Proof of the theorem� The proof is carried out for the contour approximation� The result for

the lattice approximation then follows as Theorem ��� from Theorem ���� To make the reading

easier we use �
i� for �i and we de	ne the sets

E�r�
n �� bL

��r��t
�r�
n

I�r�n � 
r � f�� � � � � Rg�� 
���

By conditioning� we obtain for the information function

I�PL�n�
�� � RX
r��

logP
�
�
E�r�

n �
			�
E�r���

n � � � � � E���
n �

�
� 
���

Fix r � f�� � � � � Rg� To simplify notation we omit the index r when there is no risk of confusion�

for example � �� ��r�� tn �� t
�r�
n � bL �� bL�r� and bL� �� L�r��� We also use the short form "En ��

E
�r���
n � � � � �E���

n for the contour approximations of the edges of the polygon which come before



��

E
�r�
n in our enumeration� We will condition sucessively on the elements of E�r�

n � Denoting the

integers in I
�r�
n by zn� zn � �� � � � � zn � un as in 
���� and using the modi	cation bL� as de	ned in


���� yields for the rth addend in 
���

logP
h
�
E�r�

n �
			�� "En

�i
�

unX
i��

logP
h
�
�bL���tn
zn � i�

� 			��bL��tn
zn � i� �� � � � � zn�� "En

�i
���


zn�i��
�

�ftng�
���

 �

logP
h
�
�
L��tn
zn � i�� 
�� ��

� 			��bL��tn
zn � i� �� � � � � zn�� "En

�i
Now� we use the same type of calculation as in the last section� when we proved a Shannon�

MacMillan theorem along a line� De	ne

vni
t� �� L��tn
zn � i� and v
ni
t� �� L��tn
zn � i� � 
�� ��� 
���

Shifting by vni
t�� and v
ni
t� respectively� yields

unX
i��

logP
h
�
�� ��

			��bL���tn
zn � i� �� � � � � zn�� vni� "En � vni
t�
�i

���

zn�i��
�

�ftng�
���

 �

logP
h
�
�
�� �

� 			��bL��tn
zn � i � �� � � � � zn�� v
ni
t�� "En � v
ni
t�
�i � 
v�

ni�t�
�

We know from Lemma ���
iii� that

bL���tn
zn � i� �� � � � � zn�� vni
t� � bL�
��
zn�i

� �ftng�

��� � � � ��i��

from Lemma ���
ii� that

bL���tn
zn � i � �� � � � � zn� � v
ni
t�

� bL�
��
zn�i� �ftng�


��� � � � ��i� � 
�� ���

and from Lemma ���
i� that

vni
t� � L��tn
zn� � L��
zn� �ftng�
i��

and that

v
ni
t� � L��tn
zn� � L��
zn� �ftng�
i� � 
�� ���

We obtain

unX
i��

logP
h
�
�� ��

			��bL�
��
zn�i� �ftng�


��� � � � ��i�� "En � vni
t�
�i

� 
L
���

zn
�

�ftng�
�i� � 
L��tn �zn�

� ��

zn�i��� �ftng�
���


 � 
���

logP
h
�
�� ��

			��bL��
zn�i� �ftng�

��� � � � ��i� � 
�� ��� "En� v
ni
t�

�i
� 
L���zn

�
�ftng�

�i������� � 
L��tn �zn��



��

These are the same addends as in 
��� and 
��� except that there are the additional conditionings

on the sites "En � vni
t�� and "En � v�ni
t�� respectively� We want to show that these conditions

disappear asymptotically� The argument will be given in detail for the 	rst summand� the second

proof is similar�

Let � be the minimum angle between any neighboring edges of the polygon 
 and let dn be

the minimum distance between an edge of the nth blowup Bn
 of the polygon and any of its

nonneighboring edges� Also� let Hn be the hexagon de	ned as follows� Hn is symmetric around

E
�r�
n � two sides are parallel to E

�r�
n at a distance dn��� The other sides reach from the endpoint of

the 	rst two to the endpoints of E
�r�
n � and they intersect at an angle �� Observe that

"En �Z� nHn� 
���

and therefore "En � vni
t� �Z� n �Hn � vni
t�
�
�

De	ne the ��algebras

Bi
t� �� F�bL��
i
�
�ftg�
��� � � � ��i�

�
B�
t� �� F�bL��
i

�
�ftg�
������ � � � �

�
B�i 
t� �� F�bL��
i��ftg�
��� � � � ��i� �Z� n �Hn � vni
t�

��
�

For any t � R� the sequence
�Bi
t��i�Nis increasing to B�
t�� and the sequence

�B�i 
t��i�Nis

decreasing to

B��
t� ��
�
i�N

B�i 
t��

By the strong ��� law� B��
t� � B�
t� mod P� By Lemma ���� for any t �T�
lim
i��

��� logPh�
�� �� 			��bL��
i
��t�


��� � � � ��i�� "En � vni
t�
�i

� logP
h
�
�� ��

			F�bL��
i��ftg�
��� � � � ��i��i
�����L��P � � ��

Proceeding with 
��� as in 
��� to 
���� and using that

lim
n��

lengthE
�r�
n

length bL�n �
length
�r�

length


for all r � f�� � � � � Rg concludes the proof�

��� Curves

The last step is to pass from polygons to curves� Assume that c � 
�� T � �� R� is piecewise

di�erentiable and parametrized by arc length� If ambiguous� c� denotes the right derivative of c�

First of all� we need to relate the derivatives of the curve with a slope of a line� Let v � S� � fw �
R� j k w k� �g� and � the angle from the positive x�axis to the vector v� If j�j � �


 or j�j 
 ��



then describe the line in the direction of v by a function of the x�axis� otherwise describe it as a

function of the y�axis� Let �
v� be the slope of that line� that is�

�
v� �� min
jtg �j� jct �j�� 
���

By this correspondence� we can assign any v � S� a speci	c entropy� We will write

hv
P � �� h��v�
P �� 
���



��

Theorem ���� Let c � 
�� T � �� R
� be a piecewise continuously di�erentiable curve� and c� its

derivative� and let 
n � 
�� nT ��� R� 
n � N� be a sequence of polygons such that

�

length
n
sup

t����nT 	

		
B��
n 
n�

�
t�� c�
t�
		 n������� �� 
���

Then we have in L�
P ��

�

length
n
I
PL�n�

n������� �

length c

Z T

�

hc��t�
P � dt� 
���

and

�

length
n
I
PL�n�

n������� �

length c

Z T

�

bhc��t�
P � dt� 
���

Proof� We carry out the proof of 
���� The proof of 
��� is similar� We have to show that

lim
n��

���� �

length
n
I
PL�n��

�

length c

Z T

�

hc��t�
P � dt

����
L��P �

� �� 
���

As can be seen by the construction of the entropy for polygons���� �

length
n
I
PL�n�� h�n
P �

���
L��P �

converges to �� By the representation formula in Remark ��� and since


�n
t� � 

Bn
n�
����
t�n� for all t � 
�� nT ��

we obtain

h�n 
P � �
�

length
n

Z nT

�

h��n�r�
P � dr �
n

length
n

Z T

�

h��Bn�n������t�
P � dt�

and by 
��� and Lemma ���� the integral converges toZ T

�

hc��t� dt�

Use k � k for the euclidian norm in R�� Since

�

n
length
n �

Z T

�

k
�n
nt�k dt �
Z T

�

k
B��
n ��
t�k dt�

we obtain by 
���

lim
n��

�

n
length
n �

Z T

�

kc�
t�k dt � length c�

This implies that ���h�n 
P �� �

length c

Z T

�

hc��t�
P � dt
���
L��P �

converges to �� too� and 
��� follows by the triangle inequality�

Note that the limits do not depend on the sequence of polygons we used to approximate the

curve� Observe� further� that any appropriate approximation of the curve by lattice points can be

described by a lattice approximation of a suitable polygon� This justi	es



��

De�nition ��
� Let P and be as in Theorem ��
� Then

hc
P � ��
�

length c

Z T

�

hc��t�
P � dt

is called speci	c entropy of P along c� and

bhc
P � ��
�

length c

Z T

�

bhc��t�
P � dt

is called speci	c contour entropy of P along c�

Note that the following property for the entropies of the blowups of a curve�

Corollary ����� Let c � 
�� T � �� R� be a piecewise di�erentiable curve� and let B�c � 
�� �T � ��
R
�� B�c
t� �� �c
 t

�
� 
� � �� be the family of its blowups� Then

hB�c
P � � hc
P � for all � � ��

Proof�

hB�c
P � �
�

lengthB�c

Z �T

�

h�B�c���t�
P � dt �
�

� length c

Z �T

�

hc�� t� �
P � dt � hc
P ��

� Gibbs measures

We will de	ne Gibbs measures in terms of interaction potentials� A collection 
UV �V�Z� �nite of

functions on � is called stationary summable interaction potential if the following three conditions

are ful	lled�


i� UV is measurable with respect to FV for all V �Z��


ii� For all i � N and all 	nite V �Z�� UV
i � UV � 
i�

iii� X

V�Z� �nite� ��V

k UV k���

Let �� � � �� The conditional energy of � on V given the environment � onZ� n V is de	ned as

EV 
�j�� �
X

A�Z� �nite�A�V 
��

UA
�

�� ��V

�
� 
���

where 
�� ��V is the element of � given by


�� ��V 
i� ��

��
�
i� i � V�

�
i� i �Zd n V�

���

P is called Gibbs measure with respect to U if for any 	nite subset V of Z� the conditional

distribution of �V under P with respect to FZ�nV is given by

P 
�v � �V j FZ�nV �
�� � �

ZV 
��
e�EV ��j��� 
���



��

where

ZV 
�� ��

Z
�

e�EV ��j�� P 
d�� 
���

is called partition function� We say that there is a phase transition if there is more than one Gibbs

measure with respect to the same interaction potential� Gibbs measure with respect to nearest

neighbor potentials are Markov 	elds�

Assume that � is furnished with a total order �� and denote by � the minimal and by � the

maximal element in �� Suppose that U is attractive with respect to the order on �� in the sense

of 
���� in 
���� Let P� and P
 denote the minimal and the maximal Gibbs measure with respect

to U� and let P� � �P� � 
� � ��P
 
� � � � �� be their mixtures� Both P� and P
 are

ergodic and� as follows from 
��� they ful	ll the global Markov property and the strong ��� law�

and we can de	ne relative surface entropies� Using the past ��algebras 
���� 
��� and 
���� and

the correspondance 
��� between directions and slopes� they have the following form�

De�nition 	��� Let v � S�� Then

hv
P
�� P
� ��

Z �

�

Z
�

H
�
P�
�

� � 		P��v��t�
��� P

�

� � 		P��v��t�
���P�
d��dt

is the speci	c relative entropy of P� with respect to P
 in along v� and

bhv
P�� P
� ��
�

� � �
v�

�Z �

�

Z
�

H
�
P�
�

� � 		P�
��v��t

�

��� P


�

� � 		P�
��v��t

�

��

�
P�
d�� dt

�

Z �

����v�

Z
�

H
�
P�
�

� � 		P

��v��t

�

��� P


�

� � 		P

��v��t

�

��

�
P�
d�� dt

�

is the speci	c relative contour entropy of P�
� with respect to P


� along v�

Let c � 
�� T � 	�� R� a piecewise di�erentiable curve parametrized by arc length and c� its right

derivative� Then

hc
P
�� P
� ��

�

length c

Z T

�
hc��t�
P

�� P
� dt

is the speci	c relative entropy of P� with respect to P
 along c� and

bhc
P�� P
� ��
�

length c

Z T

�

bhc��t�
P�� P
� dt

is the speci	c relative contour entropy of P� with respect to P
 along c�

The order on � induces an order on the set M�
�� of probability measures on � � We say that

� is larger then � if the density d�
d� is an increasing function with respect to the order on �� and

in this case we write � 
 �� In particular� � is absolutely continuous with respect to ��

The following inverse triangle inequality for relative entropies was shown in the proof of Theo�

rem ��� in 
���� For the reader�s convenience we state it in the following form�

Lemma 	��� Let � 
 � 
 �� and assume that � is bounded below by a positive constant� Then

H
�� �� 
 H
�� �� �H
�� ���



��

To prove it� they use Theorem ��� from 
����

Theorem 	��� �Preston� Let # be a �nite subset of Zd� and m� the product measure on ��� Let

f� and f� be nonnegative measurable functions on 
���F�� withZ
��

f� dm� �

Z
��

f� dm� � ��

Suppose that

f�
� � e��f�
� � e�� 
 f�
��f�
e�� for all �� e� � �� 
���

Then for any bounded measurable increasing function g on 
���F�� we haveZ
��

gf� dm� 

Z
��

gf� dm��

Proof of the lemma� By � 
 �� f� �� � and f� �� d�
d� ful	ll condition 
���� and by � 
 � and

the boundedness of �� g �� � log d�
d� is increasing and bounded� By Preston�s theorem we obtainZ
�

log
d�

d�

d�

d�
d� 


Z
�

log
d�

d�
d��

and this yields

H
�� �� � H
�� �� �

Z
�

log
d�

d�
d� 
 H
�� �� �H
�� ���

� Lower bounds

Assume that P� and P
 have the local Markov property 
De	nition ����� Then the strong ���

law implies that they have the global Makov property as well� F�ollmer and Ort 
��� introduced

the speci�c relative surface entropy

s
P�� P
� �
�

�

�X
l��

Z
�

H
�
P�
�

� � 		F �l�
�

��� P


�

� � 		F �l�
�

��

�
P�
d��� 
���

where F �l� is the ��algebra generated by those coordinates in f
i���� i��� � Z� j i�l� � �g which

precede � in the lexicographical order on Z�� Then they proved the following lower bound for the

large deviations of the empirical �eld of P
�

Rn
�� �
X
i�Vn

��i��

Theorem 
��� �F�ollmer and Ort� For any open A �M�
���

lim inf
n��

�

j�VnjP


�
Rn � A

� 
 � inf
��P	�A

p
�s
P�� P
��



��

Recall that the boundary of a subset V ofZ� is de	ned as

�V �
�
i �Z� n V 		dist
i� V � � �



� 
���

The aim of this section is to improve the lower bound by replacing the boxes by more general

shapes and using the corresponding Shannon�MacMillan theorems of Section �� For a closed curve

c let int c be the subset of R� surrounded by c� De	ne the set

C� ��
�
c j c � 
�� T � �� R

� closed piecewise C��curve parametrized by arc 
���

length� without self�intersections� and with area int c � �


�

Theorem 
��� For any open A �M�
���

lim inf
n��

�

j �Vn jP


�
Rn � A

� 
 � inf
��P	�A

inf
c�C	

�

�

Z T

�

dtp
� � �
c�
t���

hc
P
�� P
��

Replacing the class C� by squares with area � this bound coincides with the bound in Theorem

���� Let 
 be a square parametrized by arc length and with area int
 � �� Then the length of

every edge is
p
�� For the two horizontal edges of the square the slope � 
c�f� 
���� is � with respect

to the x�axis� and for the horizontal edges it is � with respect to the y�axis� Therefore� the integral

equals �
p
�� The entropy h�
P

�� P
� equals s
P�� P
�� since the ��algebras P��t coincide with

F ��� for the horizontal edges and with F ��� for the vertical edges�

The proof of Theorem ��� follows the lines of F�ollmer and Ort�s proof with some adaptations to

the di�erent geometry� To begin with� we restate explicitly the global Markov property for random

	elds in the case when the conditioning is concentrated on a set of sites surrounded by a closed

polygon� We use the notation $
c� �� int c �Z� to indicate the set of lattice points surrounded

by a closed curve c� Let 
 be a closed polygon without self�intersections� By 
��� and De	nition

��� �
�
Z� n $

�� � L�� and the global Markov property 
see De	nition ����� with V �Z� n $

��

yields for any F
Z� n $

���measurable nonnegative function %�

E
�
�
		F����

�
� E

�
�
		FL��� 
���

We will further need two lemmata that compute the asymptotic fractions of the lengths of a line

segment� or a polygon� and the sizes of their lattice approximation�

Lemma 
��� Let I be a real interval� l
x� � �x�a be a linear function with slope �� and Bk 
k � N�
be the sequence of its blowups restricted to I� If Lk is the lattice approximation of Bk then

lim
k��

jLk j
lengthBk

�
�p

� � ��
� 
���

Proof� We consider only the case when � � � � �� that is� when the lattice approximation is

given by L
z� � 
z� 
l
z��� 
z � I �Z�� In the other cases we use similar functions to describe the

lattice approximations� and the proof of 
��� is analoguous�

For any k � N� jLkj is either 
length bk� or 
length bk� � �� where bk is the projection of Bk to

the x�axis� We can ignore the second case� since the additional point does not matter for the limit

in 
���� Observe that 
lengthBk�� � 
length bk�� � 
� length bk��� Consequently�

length bk �
lengthBkp

� � ��
� 
���

which proves the convergence in 
����



��

Lemma 
��� Let 
 be a polygon with edges 
�� � � � � 
R� Bk
 
k � N� its blowups� and Lk
 
k � N�
their lattice aproximations� Then

lim
k��

jLk
 j
lengthBk


�
RX
r��

�p
� � ��r

length
r
length


� 
���

where �r is the slope corresponding to 
�r as de�ned in 
����

Proof� We have
jLk
 j

lengthBk

�

RX
r��

jLk
 j
lengthBk
r

lengthBk
r
lengthBk


�

and using lengthBk
r � k length
r� we obtain

RX
r��

jLk
 j
lengthBk
r

length
r
length


�

By the previous lemma applied to the individual sides� the 	rst factors converge to
�p

� � ��r
���

�

which implies 
����

Proof of the theorem� Let be � � � � �� such that P� � A� Since A is open� we can choose

open neigborhoods A� and A
 of P� respectively P
 in M�
�� such that

�A� � 
�� ��A
 � A�

Without loss of generality we may assume that A� and A
 are in FVp for some p � N� De	ne the

set

&� ��
�


		
 closed polygon without self�intersections� area int
 � �



�

Let 
 � &
� with � � int
� and let 
Bn
�n�Nbe the sequence of blowups of 
� For � � � take

Cn �� Vn� Otherwise� de	ne

Cn �� $
Bk�n�
� and Dn �� Vn n $
Bl�n�
��

where k
n� and l
n� are chosen such that k
n� � l
n�� l
n� � k
n�
n���������

lim
n��

jCn j
jVn j � � and lim

n��

jDn j
jVn j � �� �� 
���

To see that such sequences exist� we give explicit examples�

k
n� ��

�s
�jVnj

area int 

�

�
and l
n� ��

�
k
n� �

p
n
�
�

Obviously� both the sequences and their di�erence tend to in	nity as n goes to in	nity� Using

area int 
Bk
� � k�area int
�

j$
Bk
� j
area intBk


k������� ��

and
k
n��

jVn j
n������� �

area int

�



��

we obtain for the expression in 
���

lim
n��

jCn j
jVn j � lim

n��

area int 
Bk�n�
�

jVn j � lim
n��

k
n�� area int


jVn j � ��

For the second expression in 
��� we note that

l
n��

jVn j �
k
n��

jVn j �
�k
n�

p
n� n

jVn j �

and that the second summand tends to � for n going to in	nity� Now� doing the same type of

calculation as for k
n�� we obtain

lim
n��

jDn j
jVn j � �� lim

n��

j$
Bl�n�� j
jVn j � �� ��

De	ne

R�n �
�

jCn�p j
X

i�Cn�p

��i� and R

n �

�

jDn�p j
X

i�Dn�p

��i��

where Cn�p �� Vk�n��p and Dn�p �� Vn�p n Vl�n�
p� Then

fR�n � A�g � FCn � fR

n � A
g � FDn � 
���

and for large enough n�

fRn � Ag � fR�n � A�g � fR

n � A
g �� #n�

De	ne the measures Qn � P�
Cn


 P

Z�nCn


n � N�� Qn coincides with P� on FCn
and

with P
 on FDn � and makes these ��	elds independent� Thus� and by 
���� we obtain Qn
#n� �

P�
R�n � A��P

R

n � A
�� and by the ergodic behaviour of P� and P
 we have

Qn
#n�
n������� �� 
���

Let �n denote the density of Qn with respect to P
 on FCn	Dn
� Then for � � �� � � �� and for

large enough n�

P

Rn � A�� 
 P

#n�



Z

��n�f �
j
Vnj

log�n��
�g�
��
n dQn


 exp
�
� � �� j�Vnj�Qn

h
#n �

n �

j�Vnj log�n � � � �
oi
�

By 
���� the lower bound

lim inf
n��

�

j�Vnj logP


Rn � A� 
 ��

follows if � is chosen such that� for any � � ��

lim
n��

Qn

h �

j�Vnj log�n � � � �
i
� �� 
���

It remains to show that 
��� holds with

� �
RX
r��

�p
� � ��r

length
r
�

h�
P
�� P
��



��

Since Qn � P
 on Dn� and the fact that both P� and P
 are Gibbs measures with respect to the

same potential we obtain

�n
�� �
P�
�Cn

�P

�Dn
�

P

�Cn	Dn �
�

P�
�Cn
�

P�
�Cn j�Dn �
�

Let Ln be the lattice approximation 
see De	nition ��� of Bn
� By 
����

P�
�Cn
j�Dn

� � P�
�Dn
j�Cn

�
P�
�Dn

�

P�
�Cn
�

� P�
�Dn
j�Lk�n� �

P�
�Dn �

P�
�Cn
�
� P�
�Lk�n� j�Dn

�
P�
�Lk�n� �

P�
�Cn
�
�

and thus

�n
�� �
P�
�Lk�n��

P�
�Lk�n� j�Dn
�
�

P�
�Lk�n� �

P

�Lk�n� j�Dn
�
� 
���

Going around the R sides of Lk�n�� and conditioning site by site as in the proof of Theorem

���� we obtain

�

jVn j log�n
�� �
�

jVn j
RX
r��

'�r��

where the '�r� corresponds to the r�th side of the polygon� Similar to the calculation between 
���

to 
��� we obtain

'�r� �

unX
i��

Zn�i�t � 
L���zn
�

�ftng�
�i� � 
L��tn �zn��

where � is the slope of the rth side of the polygon� tn and rn are as in Subsection ���� and

Zn�i�t � Xn�i�t � Yn�i�t� with

Xn�i�t � logP�
�

�
�
�� ��

			��bL�
��
zn�i� �ftng�


��� � � � ��i� �An�i�t

��
�

and Yn�i�t � logP

�

�
�
�� ��

			��bL�
��


zn�i
� �ftng�


��� � � � ��i� �Bn�i�t

��
�

To simplify notation we have omitted the index r� For the sets in the conditional expectations we

have An�i�t � Bn�i�t �Z�n �Hn�L��tn
zn� i�
�
� An�i�t is obtained by shifting a subset of Ln � Cn�

Hn is constructed as in the paragraph above 
���� but using the minimum of the diameter dn and

the distance l
n� � k
n� in place of dn�

To prove convergence� we study the X and Y �parts separately� By construction of the sets

An�i�t� the behavior of Xn�i�t under Qn is the same as under P�� But the proof of Theorem ���

shows that

unX
i��

Xn�i�t � 
L
���

zn
�

�ftng�
�i� � 
L��tn �zn� 
���

converges to �h�
P�� in L�
P��� The convergence remains true when we replace Xn�i�t by

X�
n�i�t �� logP�

�

�
�
�� ��

			��L��
zn�i� �ftng�

��� � � � ��i�����

where� for a subset L of Z�� the element �
�
L
��

equals � on L and assumes the minimal state in

� outside of Hn � L��tn
zn � i��



��

We still need to control the behavior of Yn�i�t under Qn� Put

Z�n�i�t � X�
n�i�t � Yn�i�t�

and use the law of large numbers for martingales with bounded increments in its L��form in order

to replace

�

jLk�n� j
unX
i��

Z�n�i�t � 
L���zn
�

�ftng�
�i� � 
L��tn �zn�

by

�

jLk�n� j
unX
i��

E
�
Z�n�i�t � 
L���zn

�
�ftng�

�i� � 
L��tn �zn�
		An�i�t

�
�

where An�i�t is the ��	eld generated by the sites in Dn and those sites of Lk�n� which precede i

in the canonical ordering of Lk�n�� These conditional expectations can be written as the relative

entropy H
�� ��� with the random measures

�
�� ��P�
�

� � 		��L��tzn�i
� �ftng�


��� � � � ��i����
and �
�� ��P


�

� � 		��L
��


zn�i
� �ftng�


��� � � � ��i� �Bn�i�t

��
�

Our next step is to replace � by a measure � for which

�

jL��
zn�i
�

�ftng�

��� � � � ��i� j

unX
i��

H
�� �� � 
L
���

zn
�

�ftng�
�i� � 
L��tn �zn� 
���

converges to h�
P
�� P
�� in L�
P��� as n goes to in	nity� De	ne �
L�
 in analogy to �
L���

Since for all ��

P�
�

h
�
			��L��t
��� � � � ��i��
i i������� P�

�

h
�
			P��ti�

we obtain 
��� by taking

�
�� �� P�
�

h
�
			��L��
zn�i

�
�ftng�


��� � � � ��i��
i�
By Lemma ��� H
�
��� �
��� � H
�
��� �
���� Summing over r � �� � � � � R� and passing from

convergence in L�
P�� to stochastic convergence with respect to Qn yields

lim
n��

Qn

�
�

jLk�n� j�n � h�
P
�� P
� � �

�
� � 
���

for any � � ��

To derive 
��� with

� �
RX
r��

�p
� � ��r

length
r
�

h�
P
�� P
��

it remains to show that

lim
n��

jLk�n� j
j �Vn j �

RX
r��

�p
� � ��r

length


�
� 
���



��

The fraction on the left�hand side can be written as

jLk�n� j
j �Vn j �

jLk�n� j
lengthBk�n�


k
n� lengthBk�n�


area intBk�n�


area intBk�n�


k
n� j �Vn j �

Apply Lemma ��� to the 	rst factor� and observe that

k
n� lengthBk�n�


area intBk�n�

�

k
n�� length


k
n�� area int

�

length


��
� 
���

Then using 
��� to see that

area intBk�n�


k
n� j �Vn j �
k
n�� area int


k
n��
pjVn j � �

s
k
n��

jVn j 
���

converges to �
��� 
��� follows�

Finally� we replace the polygon 
 by the polygon e
 � B �
�

� Since length e
r � �

�
length
r� and

since� by Corollary ����� h�
P
�� P
� � h�
P�� P
�� � transforms into

RX
r��

�p
� � ��r

length e
r
�

h�
P
�� P
��

Finally� by Lemma ���� the in	mum of that function over all polygons e
 � &� equals the in	mum

over all curves c � C�� and we obtain the bound 
�����

If we have the Markov property only with respect to the contour boundary we can prove a

bound similar to Theorem ��� by replacing the lattice approximation by the contour aproximation�

Recall that� for any V �Z�� the contour boundary is de	ned as b�V �
�
z �Z� n V 		 dist
z� V � �

� or dist
z� V � �
p
�


� Note that the two boundaries for a box di�er only in the four corners� Thus

it does not matter whether we divide by �Vn or by b�Vn on the left�hand side�

Theorem 
�	� For any open A �M�
���

lim inf
n��

�

j�VnjP


�
Rn � A

� 
 � inf
��P	�A

inf
c�C	

�

�

Z T

�

� � �
c�
t��p
� � �
c�
t���

dtbhc
P�� P
��

The proof is the same as for Theorem ��� except for the changes due to the weaker Markov

property� First of all� we need a contour version of 
���� For a closed polygon 
 without self�

intersections we obtain by De	nition ���b��Z� n $

�� � bL� � 
���

The global Markov property from De	nition ��� with respect to the contour boundary� yields

V �Z� n $

�� yields for any F
Z� n $

���measurable nonnegative function %�

E
�
�
		F����

�
� E

�
�
		FL��� 
���

As in the proof of Theorem ��� we need lemmata computing the asymptotic ratio of the length

of a line segment or a polygon� and its contour approximation�

Lemma 
�
� Let I be a real interval� let l
x� � �x � a be a linear function with slope �� and

let Bk 
k � N� be the sequence of its blowups restricted to I� Then we have for the contour

approximation bLk of Bk�

lim
k��

j bLk j
lengthBk

�
�p

� � ��
� 
���



��

Proof� This proof is similar to the proof of Lemma ���� As before� we consider only the case

when � � � � �� For any k � N� the number of points in Lk equals 
length bk� � sk� where bk

is the projection of Bk to the x�axis� and sk is the number of steps in bLk� that is� sk � jfz �
bk j � z��� 
tk� 
 ���gj� As in the proof of Lemma ���� bLk may contain one or two more points� but

they do not matter for the asymptotics in 
���� By 
���� we have

j bLk j
lengthBk

�
�

lengthBk

�
length bk

�
� �

sk
length bk

��
�

�

lengthBk

�
lengthBkp

� � ��

�
� �

sk
length bk

��
�

and since

lim
k��

sk
length bk

� ��

we obtain the convergence in 
����

Lemma 
��� Let 
 be a polygon with edges 
�� � � � � 
R� Bk
 
k � N� its blowups� and bLk
 
k � N�
their contour aproximations� Then

lim
k��

j bLk
 j
lengthBk


�
RX
r��

� � �rp
� � ��r

length
r
length


� 
����

Proof� The proof is exactly like the proof of Lemma ���� but applying Lemma ��� in place of

Lemma ����

Proof of the theorem� We indicate only the changes compared to the proof of Theorem ����

We want to show that 
��� holds with

� �
RX
r��

� � �rp
� � ��r

length
r
�

bh�
P�� P
�� 
����

By 
���� we have in place of 
����

�n
�� �
P�
�Lk�n� �

P

�Lk�n� j�Dn�
� 
����

Again� conditioning site by site� we go around the R sides of bLk�n�� Any time the contour approxi�

mation has a step� we have to consider the lower point ��j as well as the upper point p��� This leads

to

'�r� �
unX
i��

Z p
��

n�i�t � 
L���zn
�

�ftng�
�i� � 
L��tn �zn� �

��

zn�i��� �ftng�
���


Z��jn�i�t � 
L���zn
�

�ftng�
�i������� � 
L��tn �zn��

with

Z p
��

n�i�t � X p
��

n�i�t � Y p
��

n�i�t� Z��
j

n�i�t � X��j

n�i�t � Y ��j

n�i�t�

where

X p
��

n�i�t � logP�
�

�
�
�� ��

			��bL�
��


zn�i
� �ftng�


��� � � � ��i� �Ap��n�i�t
��
�

Y p
��

n�i�t � logP

�

�
�
�� ��

			��bL�
��


zn�i
�

�ftng�

��� � � � ��i� �Bp��n�i�t

��
�



��

and

X��j

n�i�t � logP�
�

�
�
�� ��

			��fbL��
zn�i
�

�ftng�

��� � � � ��i� � 
�� ��g �A��jn�i�t

��
�

Y ��j

n�i�t � logP

�

�
�
�� ��

			 ��fbL��
zn�i
�

�ftng�

��� � � � ��i�� 
�� ��g �B��j

n�i�t

��
�

To simplify notation� we omit the index r� The sets Ap
��

n�i�t and A
��j

n�i�t are obtained by shifting subsets

of bLn � Cn� and they ful	ll

Ap
��

n�i�t �Bp
��

n�i�t �Z� n �Hn � L��tn
zn � i�
�

A��
j

n�i�t �B��j

n�i�t �Z� n �Hn � L��tn
zn � i� � 
�� ��
�
�

Hn is constructed as in the paragraph above 
��� but using the minimum of dn and l
n�� k
n� in

place of dn� Without loss of generality we can assume that the Hn for the lowstep case 
��j � is the
same as in the upstep case 
p����

Instead of 
��� we have that

'�r� �

unX
i��

X p
��

n�i�t � 
L���zn
�

�ftng�
�i� � 
L��tn �zn� �

��

zn�i��
� �ftng�
���


X��j

n�i�t � 
L���zn
�

�ftng�
�i������� � 
L��tn �zn�

converges to �h�
P�� in L�
P��� and� by the same argument as before� the convergence remains

true when we replace X p
��

n�i�t by�
X p

��

n�i�t

��
�� logP�

�

h
�
�� ��

			��bL�
��


zn�i
� �ftng�


��� � � � ��i���i�
and X��j

n�i�t by�
X��j

n�i�t

��
�� logP�

�

h
�
�� ��

			��fbL��
zn�i
�

�ftng�

��� � � � ��i�� 
�� ��g��i�

The behaviour of Y ��j and Y p
��

under Qn can be controlled in the same way as before� Applying

the law of large numbers twice� that is� to

Z�n�i�t ��
�
X��j

n�i�t

�� � Yn�i�t and Z�n�i�t �
�
X p

��

n�i�t

�� � Yn�i�t�

and using the entropy estimate yields� for any � � ��

lim
n��

Qn

�
�

j bLk�n� j�n � bh�
P�� P
� � �

�
� �� 
����

To derive 
��� with � as in 
���� it remains to show that

lim
n��

j bLk�n� j
j �Vn j �

RX
r��

� � �rp
� � ��r

length
r
�

� 
����

The fraction on the left�hand side can be written as

j bLk�n� j
j �Vn j �

j bLk�n� j
lengthBk�n�


k
n� lengthBk�n�


area intBk�n�


area intBk�n�


k
n� j �Vn j � 
����

Applying Lemma ��� to the 	rst factor� and using 
��� and 
��� yields 
�����

Finally� to obtain the lower bound Theorem ���� we replace the polygon 
 by the polygone
 � B �
�

 as in the conclusion of the proof of Theorem ���� and take the in	mum over all polygonse
 with area int e
 � ��
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