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Abstract: Adaptive pointwise estimation of an unknown regression function \( f(x), x \in \mathbb{R} \) corrupted by additive Gaussian noise is considered in the equidistant design setting. The function \( f \) is assumed to belong to the class \( \mathcal{A}(\alpha) \) of functions whose Fourier transform are rapidly decreasing in the weighted \( L^2 \)-sense. The rate of decrease is described by a weight function that depends on the vector of parameters \( \alpha \) which, in the adaptive setting, is typically unknown.

First, for any of the classes \( \mathcal{A}(\alpha) \), \( \alpha \) fixed, we describe minimax estimators up to a constant as the bin-width goes to zero. Then we allow \( \alpha \) to vary freely inside large scales \( K \). Conditions under which an adaptive study is suitable are presented and a notion of adaptive asymptotic optimality is introduced based on distinguishing, among all possible functional scales, between the so-called non-parametric (NP) and pseudo-parametric (PP) scales.

Finally we propose adaptive estimators which ‘tune up’ point-wisely to the unknown smoothness of \( f \). We prove them to be asymptotically adaptively minimax for large collections of NP functional scales, subject to being rate efficient for any of the PP functional scales.
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1 Introduction

During the last two decades adaptive estimation has become one of the most active areas of research in non-parametric statistics. The introduction of different models of adaptive estimation reflects the existing practical needs for more realistic models and flexible methods of estimation. Study of these models brought with it new challenging problems which required creation of new statistical methods and approaches.

In this paper we study non-parametric adaptive regression in a fixed design model in which an unknown regression function $f(x)$ can be observed on an equidistant grid of the whole real line. More precisely, for a given bin-width $h > 0$, we consider the additive model of observations given by

$$y_{\ell} = f(\ell h) + \xi_{\ell}, \quad \ell = 0, \pm 1, \pm 2, \ldots$$

(1)

where $\xi_{\ell}$ are independent centered Gaussian random variables $\mathcal{N}(0, \sigma^2)$, with a given variance $\sigma^2 > 0$. Often in the statistical literature more advanced results are obtained in the white noise model

$$dV(x) = f(x) \, dx + \epsilon \, dW(x), \quad -\infty < x < \infty,$$

(2)

which is just an approximation to the model (1), with $\epsilon = \sqrt{\sigma^2 h}$. Here $V$ is the noisy observation of an unknown regression function $f$, $\epsilon$ is the resolving noise and $W(x)$ represents a standard Wiener process.

There exists a huge literature on the equivalence between these two models, cf. e.g. Brown and Low [1996] and Nussbaum [1996], but this does not cover our main problem here, namely adaptive non-parametric estimation. Our approach is greatly influenced by a recent paper, Lepski and Levit [1998], which was a milestone in adaptive estimation of infinitely differentiable functions, in the white noise model (2). Below we will explain main differences between our approach and that of Lepski and Levit [1998].

In non-parametric statistics, classes of functions are in general described by smoothness parameters. In this paper we shall study classes of functions defined in terms of positive parameters $\gamma, \beta, r$ whose interpretation will be explained below. We will study estimation of $f$ in (1), under the assumption that $f$ belongs to the functional class $A(\gamma, \beta, r)$ which is the collection of all continuous functions such that

$$\|f\|_{\gamma, \beta, r}^2 := \int_{-\infty}^{\infty} \frac{\gamma}{\beta^2} e^{2\gamma |t| r} |\mathcal{F}[f](t)|^2 dt \leq 1.$$  

(3)

Here $\mathcal{F}[f]$ represents the Fourier transform of $f$. The collection of all such classes will be called *functional scale*. Note that when the parameters are assumed known, we are dealing with the problem of non-parametric estimation much studied recently, especially since the publications, Ibragimov and Has'minskii [1981], [1982], [1983], Stone [1982]. The situation in which neither of these parameters is known *a priori* is much more realistic and complex. A real progress in this problem which is usually referred to as *adaptive estimation*, has been only achieved in the last decade, most notably since the publication of Lepski [1990], [1991], [1992a], [1992b]. Further progress was achieved in Lepski and Levit [1998], [1999].

For all $\gamma, \beta, r$, the class $A(\gamma, \beta, r)$ is a class of infinitely differentiable functions, and each of the parameters affects the smoothness – and the accuracy of the best non-parametric estimators – in its own way. The parameter $\gamma$ is some kind of ‘scale’ parameter: one can verify that $f(\cdot) \in A(1, \beta, r)$ if and only if $\frac{1}{\gamma} f(\cdot) \in A(\gamma, \beta, r)$. Therefore, of all parameters, it
affects the smoothness of $f$ most dramatically. The bigger is $\gamma$, the smoother are the functions of the class.

The parameter $\beta$ can be interpreted as a ‘size’ parameter and represents the radius of the corresponding $L^2$-ellipsoid defined by (3). Note that $f(\cdot) \in \mathcal{A}(\gamma, 1, r)$ if and only if $\beta f(\cdot) \in \mathcal{A}(\gamma, \beta, r)$. Therefore the bigger is $\beta$, the less smooth are the functions of the class.

Finally, $r$ can be best described as a parameter responsible for the ‘type’ of smoothness. It is well known that for $r = 1$ all functions in the class $\mathcal{A}(\gamma, \beta, r)$ admit bounded analytic continuation into the strip $\{z = x+iy : |y| < \gamma\}$ of the complex plane (Paley-Wiener theorem), and therefore for all $r > 1$ the functions in $\mathcal{A}(\gamma, \beta, r)$ are entire functions (i.e. functions admitting analytic continuation into the whole complex plane). For $r < 1$ these functions are ‘only’ infinitely differentiable, and their smoothness increases together with $r$.

In the Gaussian white noise model Lepski and Levit [1998] studied adaptive estimation for even broader classes of functions with rapidly vanishing Fourier transforms $\mathcal{F}[f](t)$. However, their main conclusions are readily interpretable in the special example of functional classes $\mathcal{A}(\gamma, \gamma, r) = \{f \text{ continuous}, \ |\mathcal{F}[f](t)| \leq \gamma \exp - (\gamma t)^r\}$ which are quite similar to our classes $\mathcal{A}(\gamma, \gamma, r)$. Let us remind some of these conclusions here, as a starting point for outlining our main results. For simplicity, we will assume, after Lepski and Levit [1998], that $0 < r_0 < r < r_+ \leq \infty$.

In the adaptive estimation, when the parameters such as $\gamma, \beta, r$ are unknown, one is looking for statistical procedures which can ‘adapt’ to the largest possible scope of these parameters. As the smoothness of the underlying functions is most notably affected by the ‘scale’ parameter $\gamma$, we will mainly refer to the ensuing uncertainty in the value of this parameter. More specifically, the accuracy of the best methods of estimation will be determined by the ‘effective noise’ $\epsilon^2/\gamma$, where $\epsilon$ is the average noise intensity in the observation model (1).

To realize the whole scope of the problem, it is useful to look at the extreme cases. On one hand, the situation could be so ‘bad’, that no consistent estimation of the unknown function would be possible at all, even if the parameter $\gamma$ was completely known. On an intuitive level, it is quite clear that such a situation occurs when $\epsilon^2/\gamma \not\to 0$. We can exclude this case from consideration on the ground that “nothing can be done” in such an extreme situation. Thus one can restrict attention to the case $\gamma \gg \epsilon^2$. The situation deteriorates further in the adaptive setting, due to the uncertainty in parameter $\gamma$. According to Lepski and Levit [1998], adaptive methods can only work efficiently if $\gamma \gg \epsilon^{2-\tau}$, for some $0 < \tau < 2$. On the other hand, if $\gamma$ becomes too big, the underlying functions become unrealistically smooth and can be estimated with accuracy $O(\epsilon)$, i.e. with the same accuracy which could be achieved if all underlying functions were either constant, or just included a few unknown parameters. According to Lepski and Levit [1998], such an off-beat situation occurs only when $\gamma$ becomes of order $\log^{1/r} \epsilon^{-1}$. Therefore one can restrict attention to those $\gamma$ for which $\epsilon^{2-\tau} \ll \gamma \ll \log^{1/r} \epsilon^{-1}$, which, in a sense, is the largest possible range for which adaptive procedure can exist. For all $\gamma$ in this range, an efficient adaptive non-parametric procedure has been proposed in Lepski and Levit [1998]. Note that this discussion led us, by the very nature of the statistical problem of adaptation, to a situation in which the unknown parameter of the scale $\gamma$ belonged to a region $\Gamma = \Gamma_\epsilon$ depending on the index $\epsilon$ of the model. In other words, our adaptive setting leads us to a natural assumption that the unknown scale parameter $\gamma$ may itself depend on the index $\epsilon$.

Now, in the model we have just discussed the essential role was played by the noise intensity $\epsilon$ and the scale parameter $\gamma$. Our model of discrete regression is more realistic and also contains more parameters: $\sigma, h, \gamma, \beta, r$. Since the white noise model (2) is known to
approximate the discrete regression model (1), one can expect some similarity between the ensuing results, namely that similar procedure could lead to an efficient adaptive method of estimation in the discrete regression. Without aiming at precise definitions, one could speak in this case of a “weak” equivalence between the white noise and discrete time adaptive regression schemes.

However, just as the relation between the two parameters involved played an important role in the above discussion, a more complicated relation between all involved parameters affects the quality of the optimal adaptive procedure in the discrete models. In fact, such relations become more complex in the discrete case, not only because of additional parameters, all of which may be unknown and, therefore vary together with $\epsilon$, but also due to the limitations to which the continuous time model (2) captures the underlying properties of the discrete model (1). In particular, the obvious naive recipe of just replacing $\epsilon$ in all the above restrictions by $\sqrt{\sigma^2/h}$ does not provide a correct answer.

We comment next that the classes similar to (3) are well known in statistics. Apparently they have been introduced first (for $r = 1$) in Ibragimov and Has’minskii [1983], where optimal rates of convergence were found in estimating an unknown density function $f \in \mathcal{A}(\gamma, \beta, 1)$. Later Golubev and Levit [1996] showed (again for $r = 1$) that these non-parametric classes are quite unique, in the sense that not only optimal rates, but exact asymptotically minimax estimators, even point-wisely, can be explicitly constructed for such classes. Asymptotically efficient non-parametric regression for the classes $\mathcal{A}(\gamma, \beta, 1)$ was studied in Golubev, Levit and Tsybakov [1996]. Here we consider more general classes $\mathcal{A}(\gamma, \beta, r)$, use kernel-type estimators, different from Golubev, Levit and Tsybakov [1996] and, more significantly, consider the problem of adaptive estimation.

In the Gaussian white noise model Lepski and Levit [1998] considered still more general classes of infinitely differentiable functions, with rapidly vanishing Fourier transforms. However, the restriction on the Fourier transform of $f$ in their paper was based on the $L^\infty-$, rather than on the $L^2$-norm, as in our case. They have not only proposed asymptotically minimax estimators for all of the corresponding classes, but have also constructed asymptotically optimal adaptive estimators for the whole scale of such classes.

Since in most applications the information about an unknown function is typically conveyed by discrete measurements, our model can be viewed as a more realistic approximation, than the classical white noise model. Therefore our model contains an additional “discretization” parameter $h$ – the bin-width.

Our goal is to study, to what degree the method of the adaptive procedure proposed in Lepski and Levit [1998] works in the discrete regression setting. More precisely, we are seeking to find natural conditions under which our equidistant regression model is weakly equivalent to the classical white noise model, in the sense that the asymptotically optimal adaptive estimators proposed for the later model, are still asymptotically optimal in the equidistant non-parametric regression models.

In the next section we introduce the model. In Section 3 we prove some auxiliary lemmas. In Section 4, the problem of asymptotic minimax regression is studied first under the assumption that the class of functions is completely determined by a fixed vector of parameters $(\gamma, \beta, r)$, these parameters being independent of the index of the model $h$. At the end of this section we give the first steps towards the adaptive framework by allowing the parameters of the class depend on the index of the model. In Section 5 we consider the functional scales which are collections of functional classes, see (40). We define the optimality criteria based on the classification of the scales in pseudo-parametric (PP) and non-parametric (NP) scales.
We then prove optimality of the adaptive procedure. We shall see that, compared to a given functional class \( \mathcal{A}(\gamma, \beta, r) \), an additional logarithmic factor in the exact rate of convergence has to be paid as a price for the uncertainty about the actual class the regression function belongs to, see Theorem 3.

2 The model

Let us formalize our model.

**Definition 1** Let \( \gamma, \beta, r > 0 \) be given. We denote by \( \mathcal{A}(\gamma, \beta, r) \) the class of continuous functions \( f : \mathbb{R} \rightarrow \mathbb{R} \), whose Fourier transform \( \mathcal{F}[f] \) satisfies

\[
\|f\|_{\gamma, \beta, r} := \int \frac{\gamma}{\beta^2} e^{2|\gamma t|^r} |\mathcal{F}[f](t)|^2 dt \leq 1.
\]

In this study we use the following definition of the Fourier transform,

\[
\mathcal{F}[f](t) = \int e^{itx} f(x) dx.
\]

Note that the Fourier inversion formula

\[
f(x) = \frac{1}{2\pi} \int e^{-itx} \mathcal{F}[f](t) dt
\]

certainly holds under assumption (4). It is easy to see that for all \( \gamma, \beta, r > 0 \), functions in \( \mathcal{A}(\gamma, \beta, r) \) are infinitely differentiable.

Now, let us consider the following observation model

\[
y_\ell = f(\ell h) + \xi_\ell, \quad \ell = 0, \pm 1, \pm 2, \ldots,
\]

where \( \xi_\ell \) are i.i.d. Gaussian random variables, \( \mathcal{N}(0, \sigma^2) \), \( \sigma^2 > 0 \). We assume that the function \( f \) belongs to the family \( \mathcal{A}(\gamma, \beta, r) \), for some \( \gamma, \beta, r > 0 \).

Our purpose is to estimate the unknown function \( f(x) \) based on the vector of observations \( y = (\ldots, y_{-2}, y_{-1}, y_0, y_1, y_2, \ldots) \). We will choose our optimal estimator from the family of kernel type estimators

\[
\hat{f}_{h,s}(x, y) = h \sum_{\ell=-\infty}^{\infty} k_s(x - \ell h) y_\ell
\]

where \( k_s, s \geq 0 \), is the so-called sinc-function

\[
k_s(x) = \frac{\sin sx}{\pi x},
\]

and \( k_s(0) = \frac{s}{\pi} \). This kernel has the property

\[
\mathcal{F}[k_s](t) = \mathcal{1}_{[-s,s]}(t)
\]

and therefore, according to the convolution theorem,

\[
\mathcal{F}[f * k_s](t) = \mathcal{1}_{[-s,s]}(t) \mathcal{F}[f](t),
\]
where * represents the convolution operator.

The kernel \( k_s \) is just one of many possible, but its very tractable properties make it an attractive tool: it helps significantly in the search of the most general possible results and clarifies the underlying ideas. For practical purposes some other kernels, such as de la Vallée Poussin kernel (cf. Nikol’skii [1975], p. 301), may be more relevant and typically would work better.

The parameter \( s \) is called the bandwidth. As we shall see in Section 4, for any fixed class there exists an optimum bandwidth \( s \). The optimum bandwidth will depend on parameters \( \gamma, \beta, r, \sigma \) as well as the index of the model \( h \), called the bin-width, which in our asymptotic study will tend to zero.

Denote by \( \tilde{f}_h(x, y) \) an arbitrary estimator of \( f(x) \) based on the observations \( y \). To shorten the notation we will often write \( \tilde{f}_h(x) \) instead of \( \tilde{f}_h(x, y) \). Let \( P_f \) be the distribution of the vector \( y \) and let \( E_f \) and \( \text{Var}_f \) denote the expectation and the variance with respect to this measure. When there is no possibility of confusion we will simply write \( P, E \) and \( \text{Var} \) respectively.

Let \( W \) be the class of loss functions \( w(x), x \in \mathbb{R} \), such that

\[
w(x) = w(-x),
\]

\[
w(x) \geq w(y) \quad \text{for } |x| \geq |y|, \quad x, y \in \mathbb{R},
\]

and for some \( 0 < \eta < \frac{1}{2} \)

\[
\int e^{-\eta x^2} w(x) \, dx < \infty.
\]

With an appropriate normalizing factor \( \sigma_h \) to be defined shortly, and \( w \in W \), we will consider the maximum risk, over a fixed functional class \( A(\gamma, \beta, r) \), given by

\[
\sup_{f \in A(\gamma, \beta, r)} E_f w \left( \sigma_h^{-1}(\tilde{f}_h(x, y) - f(x)) \right)
\]

as a global measure of the error of the estimator \( \tilde{f}_h \) over the whole class \( A(\gamma, \beta, r) \). When the classes \( A(\gamma, \beta, r) \) are considered fixed, our main goal is to find an estimator such that the corresponding maximum risk is as small as possible, i.e. achieves (asymptotically) the minimax risk

\[
\inf_{\tilde{f}_h} \sup_{f \in A(\gamma, \beta, r)} E_f w \left( \sigma_h^{-1}(\tilde{f}_h(x, y) - f(x)) \right)
\]

where \( \tilde{f}_h \) is taken from the class of all possible estimators.

In the adaptive setting, we shall allow \( (\gamma, \beta, r) \) to vary freely inside large scales \( K \). Conditions under which an adaptive study is suitable are presented and a notion of adaptive asymptotic optimality is introduced based on distinguishing, among all possible functional scales, between the so-called non-parametric (NP) and pseudo-parametric (PP) scales.

### 3 Auxiliary results

In this section we present, for the reader’s convenience, two auxiliary results which will be used in the subsequent sections. The aim of the first lemma is to approximate summation formulas by integrals, with a good approximation error in the case of very smooth integrands.
This result is a version of the celebrated Poisson summation formula. It has been used in a similar situation in Golubev, Levit and Tsybakov [1996]. Below \(\mathcal{A}(\gamma, \beta, r), \gamma, \beta, r > 0\) are the functional classes of infinitely differentiable functions previously defined and \(k_s(x)\) is the kernel (9).

**Lemma 1** The following properties hold:

(a) Let \(f, g\) be continuous functions in \(L^2(\mathbb{R})\) such that \(\mathcal{F}[f], \mathcal{F}[g] \in L^1(\mathbb{R})\), then

\[
h \sum_{\ell=-\infty}^{\infty} g(x - \ell h)f(\ell h - y) = \frac{1}{2\pi} \int e^{-it(x-y)} \mathcal{F}[g](t) \mathcal{F}[f](t) \, dt + \frac{1}{2\pi} \sum_{\ell \neq 0} e^{i2\pi \ell y} \int e^{-it(x-y)} \mathcal{F}[g](t) \mathcal{F}[f](t + \frac{2\pi \ell}{h}) \, dt
\]

\[= \int_{-\infty}^{\infty} g(x - z)f(z - y) \, dz + \frac{1}{2\pi} \sum_{\ell \neq 0} e^{i2\pi \ell y} \int e^{-it(x-y)} \mathcal{F}[g](t) \mathcal{F}[f](t + \frac{2\pi \ell}{h}) \, dt.\]

(b) For arbitrary numbers \(s_1, s_2\) \((0 \leq s_1 \leq s_2)\) denote \(\Delta(x) = k_{s_2}(x) - k_{s_1}(x)\).\(^2\) Then, uniformly in \(\gamma, \beta, r, s_i \geq 0, i = 1, 2\), and \(f \in \mathcal{A}(\gamma, \beta, r)\) as \(h \to 0\)

\[
h \sum_{\ell=-\infty}^{\infty} \Delta(x - \ell h)f(\ell h) = \frac{1}{2\pi} \int e^{-i\pi x} \mathcal{F}[\Delta](t) \mathcal{F}[f](t) \, dt + O\left(\frac{e^{-\pi^2 r}}{c_r} \left(\int_{s_1}^{s_2} \frac{\beta^2}{\gamma} e^{2(\gamma r)^r} \, dt\right)^{1/2}\right),
\]

where \(c_r = \max(1, 2^{r-1})\).

(c) Let \(s_1, s_2\) and \(\Delta(x)\) be as before. Then, uniformly in \(s_1, s_2\), for \(h \to 0\),

\[
h \sum_{\ell=-\infty}^{\infty} \Delta^2(x - \ell h) = \frac{s_2 - s_1}{\pi} \left(1 + O(1) h(s_2 - s_1)\right).
\]

**Proof.** (a) The proof is based on the formula

\[
\sum_{\ell=-\infty}^{\infty} e^{2\pi i \ell x} = \sum_{\ell=-\infty}^{\infty} \delta(x - \ell), \tag{12}
\]

known in the theory of distributions (cf. e.g. Antonsik et al. [1973], Ch. 9.6). Using the Fourier inversion formula, the distributional formula (12) and with some algebra, one obtains

\[
h \sum_{\ell=-\infty}^{\infty} g(x - \ell h)f(\ell h - y) = \frac{h}{(2\pi)^2} \sum_{\ell=-\infty}^{\infty} \int e^{-it(x-y)} \mathcal{F}[g](t) \, dt \int e^{-is(\ell h-y)} \mathcal{F}[f](s) \, ds
\]

\(^2\)Notice that if we take \(s_1 = 0\) and \(s_2 = s\) then \(\Delta(x) = k_s(x)\).
If \( F \) previous result in (a), using after a few transformations the Fourier inversion formula, the Cauchy-Schwartz inequality and the constant \( h \), we have

\[
\frac{1}{2\pi} \sum_{\ell=-\infty}^{\infty} \int e^{-itx} F[g](t) e^{isy} F[f](s) \sum_{\ell=-\infty}^{\infty} e^{-i(s-t)\ell h} dt ds
\]

\[
= \frac{h}{(2\pi)^2} \sum_{\ell=-\infty}^{\infty} \int e^{-itx} F[g](t) e^{isy} F[f](s) \delta \left( \frac{h(s-t)}{2\pi} - \ell \right) dt ds
\]

\[
= \frac{1}{2\pi} \sum_{\ell=-\infty}^{\infty} e^{-i\pi \ell h} \int e^{-itx} F[g](t) \int e^{isy} F[f](s) \delta \left( s - t - \frac{2\pi\ell}{h} \right) ds dt
\]

\[
= \frac{1}{2\pi} \int e^{-itx-y} F[g](t) F[f](t) dt
\]

\[
+ \frac{1}{2\pi} \sum_{\ell \neq 0} e^{i\pi\ell} \int e^{-it(x-y)} F[g](t) F[f] \left( t + \frac{2\pi\ell}{h} \right) dt
\]

\[
= \int_{-\infty}^{\infty} g(x-z) f(z-y) dz
\]

\[
+ \frac{1}{2\pi} \sum_{\ell \neq 0} e^{i\pi\ell} \int e^{-it(x-y)} F[g](t) F[f] \left( t + \frac{2\pi\ell}{h} \right) dt.
\]

(b) If \( f \in A(\gamma, \beta, r) \) then \( f \) belongs to \( L^2(\mathbb{R}) \) according to the Parseval’s formula. Also, \( F[f] \in L^1(\mathbb{R}) \) according to (4) and the Cauchy-Schwartz inequality. Thus we can apply the previous result in (a), using \( g = \Delta \) and \( y = 0 \). Notice that \( F[\Delta](t) = \mathbb{1}_{(s_1, s_2)}(|t|) \). Applying the Fourier inversion formula, the Cauchy-Schwartz inequality and the \( c_r \)-inequality, we obtain after a few transformations

\[
\left| h \sum_{\ell=-\infty}^{\infty} \Delta(x-\ell h) f(\ell h) - \frac{1}{2\pi} \int e^{-itx} F[\Delta](t) F[f](t) dt \right| \leq
\]

\[
\leq \frac{1}{2\pi} \sum_{\ell \neq 0} \left| \int e^{-itx} F[\Delta](t) F[f](t + \frac{2\pi\ell}{h}) dt \right|
\]

\[
\leq \frac{1}{2\pi} \left( \int \frac{\gamma^2 \beta^2}{e^{2|\gamma t|^r}} |F[f](t)|^2 dt \right)^{1/2} \sum_{\ell \neq 0} \left( \int |F[\Delta](t)| \frac{\beta^2}{\gamma} e^{-2|\gamma (t+\frac{2\pi\ell}{h})|^r} dt \right)^{1/2}
\]

\[
\leq \frac{1}{2\pi} \sum_{\ell \neq 0} \left( \int \mathbb{1}_{(s_1, s_2)}(|t|) \frac{\beta^2}{\gamma} e^{2|\gamma t|^r} e^{-2|\frac{2\pi\ell}{h}t|^r} dt \right)^{1/2}
\]
\[
\begin{align*}
&\leq \frac{1}{2\pi} \sum_{\ell \neq 0} e^{-\frac{2\pi\ell r}{c}\gamma} \left( 2 \int (s_{1,s_{2}}(t) \frac{\beta^2}{\gamma} e^{2(\gamma t)^r} dt \right)^{1/2} \\
&= \frac{1}{\pi} \left( 2 \int_{s_{1}}^{s_{2}} \frac{\beta^2}{\gamma} e^{2(\gamma t)^r} dt \right)^{1/2} \sum_{\ell = 1}^{\infty} e^{-\frac{2\pi\ell r}{c}\gamma} \\
&\leq \frac{1}{\pi} \left( 2 \int_{s_{1}}^{s_{2}} \frac{\beta^2}{\gamma} e^{2(\gamma t)^r} dt \right)^{1/2} \left( e^{-\frac{2\pi^2 r}{c}\gamma} + \int_{1}^{\infty} e^{-\frac{2\pi^2 x}{c}\gamma} dx \right) \\
&= O \left( e^{-\frac{2\pi^2 r}{c}\gamma} \right) \left( \int_{s_{1}}^{s_{2}} \frac{\beta^2}{\gamma} e^{2(\gamma t)^r} dt \right)^{1/2}, \quad (h \to 0),
\end{align*}
\]

where the last asymptotic can be easily derived by partial integration.

(c) Applying (a) and taking \( f = g = \Delta \) and \( x = y \), we see that

\[
\begin{align*}
&h \sum_{\ell = -\infty}^{\infty} \Delta^2(x - \ell h) = h \sum_{\ell = -\infty}^{\infty} \Delta(x - \ell h) \Delta(\ell h - x) \\
&= \frac{1}{2\pi} \int (\mathcal{F}[\Delta](t))^2 dt + \frac{1}{2\pi} \sum_{\ell \neq 0} e^{\frac{2\pi\ell x}{h}} \int \mathcal{F}[\Delta](t) \mathcal{F}[\Delta] \left( t + \frac{2\pi\ell}{h} \right) dt.
\end{align*}
\]

Therefore

\[
\begin{align*}
\left| h \sum_{\ell = -\infty}^{\infty} \Delta^2(x - \ell h) - \frac{s_j - s_i}{\pi} \right| &\leq \frac{1}{2\pi} \sum_{\ell \neq 0} \int \mathcal{F}[\Delta](t) \mathcal{F}[\Delta] \left( t + \frac{2\pi\ell}{h} \right) dt \\
&\leq \frac{1}{\pi} \sum_{\ell = 1}^{\infty} \int (s_{1,s_{2}})(t) \int (s_{1,s_{2}}) \left( t + \frac{2\pi\ell}{h} \right) dt \\
&\leq \frac{5h(s_{2} - s_{1})^2}{2\pi^2} = O_h(1) h(s_{2} - s_{1}),
\end{align*}
\]

which completes the proof of the lemma.

The following elementary properties will be used below. They will help in bounding the bias and the approximation errors.

**Lemma 2** For any positive \( \gamma \) and \( r \) the following inequality holds

\[
\int_{s}^{\infty} e^{2(\gamma t)^r} \frac{dt}{\gamma} \leq \frac{s e^{-2(\gamma s)^r}}{r(\gamma s)^r}
\]

for all \( s > t_0 \) where \( t_0 = \frac{1}{r(\gamma)} \) and

\[
\int_{0}^{s} e^{2(\gamma t)^r} \frac{dt}{\gamma} = \frac{s e^{2(\gamma s)^r}}{2r(\gamma s)^r}(1 + o(1))
\]

uniformly in \( r_- < r < r_+ \) for \( \gamma s \to \infty \), where \( r_, r_+ > 0 \) are arbitrary fixed numbers.
For the first inequality see e.g. Lepski and Levit [1998], eqs. (2.8), (2.10). The second property can be easily proven by partial integration.

4 Minimax regression in $A(\gamma, \beta, r)$

4.1 Optimality in the case of fixed classes

The first result we present in this section is obtained in the classical framework, i.e. in a situation where the function $f(x)$ although unknown belongs to a given class. In other words, the parameter $\alpha = (\gamma, \beta, r)$ of the class is known and fixed. Denote for shortness $A(\alpha) = A(\gamma, \beta, r)$. We will prove that asymptotically minimax estimators can be found among kernel estimators using a specified bandwidth and we will also calculate to a constant their maximal asymptotic risk, for a variety of loss functions.

Theorem 1 Let $\alpha > 0$ and $\omega \in W$. Then for any $x \in \mathbb{R}$, the kernel estimator $\hat{f}_h = \hat{f}_{h,s_h}$, in (8) with the bandwidth

$$s_h = s_h(\alpha, \sigma^2) = \frac{1}{\gamma} \left( \frac{1}{2} \log \frac{\beta^2}{\pi \gamma^2 \sigma^2 h} \right)^{1/r},$$

satisfies

$$\lim_{h \to 0} \sup_{f \in A(\alpha)} \mathbb{E}_f w \left( \sqrt{\pi \sigma^2 h s_h} (\hat{f}_h(x) - f(x)) \right) =$$

$$\lim_{h \to 0} \inf_{\tilde{f}_h} \sup_{f \in A(\alpha)} \mathbb{E}_f w \left( \sqrt{\pi \sigma^2 h s_h} (\tilde{f}_h(x) - f(x)) \right) = \mathbb{E} w(\xi)$$

where $\tilde{f}_h$ is taken from the class of all possible estimators of $f$ and $\xi \sim N(0, 1)$.

Proof: Upper bound for the risk. Let us first study the sample properties of the family of estimators we use. According to the model for the observations (7) and the formula for the estimator (8) one can split the error term as follows,

$$\hat{f}_{h,s}(x) - f(x) = \left( h \sum_{\ell=-\infty}^{\infty} k_s(x - \ell h) f(\ell h) - f(x) \right) + \left( h \sum_{\ell=-\infty}^{\infty} k_s(x - \ell h) \xi_\ell \right)$$

$$:= b(f, x, s, h) + v(\sigma, x, s, h).$$

For simplicity we shall write below $b_s = b(f, x, s, h)$, $v_s = v(\sigma, x, s, h)$. The mean square error can be decomposed as

$$\mathbb{E} \left( \hat{f}_{h,s}(x) - f(x) \right)^2 = b_s^2 + \text{Var} v_s,$$

where $b_s$ is the bias and $v_s$ is a normally distributed zero mean stochastic term.

First, let us consider the bias. In order to apply Lemma 1 we take $s_1 = 0$ and $s_2 = s$. In this case $\Delta = k_s$. Now, applying Lemma 1(b) and the Fourier inversion formula for $f(x)$ we see that uniformly in $f \in A(\alpha)

$$b_s = \frac{1}{2\pi} \int e^{-itx} (\mathcal{F}[k_s](t) - 1) \mathcal{F}[f](t) dt + O \left( e^{-\frac{\gamma^2}{\pi} r / c_r} \left( \int_0^s \frac{\beta^2}{\gamma} e^{2(\gamma r) r} dt \right)^{1/2}, \right)$$
for \( h \to 0 \). Furthermore, applying Cauchy-Schwartz inequality, property (10), and definition of the class \( \mathcal{A}(\gamma, \beta, r) \) we get

\[
b_s^2 \leq 2 \left| \frac{1}{2\pi} \int e^{-ilt} (\mathcal{F}[k_s](t) - 1) \mathcal{F}[f](t) \, dt \right|^2 + O \left( e^{-2(2\pi h)^r/cr} \right) \int_0^s \frac{\beta^2}{\gamma} e^{2(\gamma t)^r} \, dt
\]

\[
\leq \frac{1}{2\pi^2} \int_{|t|>s} \frac{\beta^2}{\gamma} e^{-2\gamma t^r} \, dt + O \left( e^{-2(2\pi h)^r/cr} \right) \int_0^s \frac{\beta^2}{\gamma} e^{2(\gamma t)^r} \, dt
\]

\[
\leq \frac{1}{\pi^2} \int_s^\infty \frac{\beta^2}{\gamma} e^{-2(\gamma t)^r} \, dt + O \left( e^{-2(2\pi h)^r/cr} \right) \int_0^s \frac{\beta^2}{\gamma} e^{2(\gamma t)^r} \, dt.
\] (17)

Second, let us consider the variance term. From Lemma 1(c), with \( s_1 = 0 \) and \( s_2 = s \), we see that

\[
\text{Var} v_s = \sigma^2 h^2 \sum_{\ell=-\infty}^{\infty} k^2_s(x - \ell h) = \frac{\sigma^2 h s}{\pi} \left( 1 + O(1) h s \right),
\] (18)

when \( h \to 0 \). For any \( s \) denote

\[
\sigma^2_{h,s} = \frac{\sigma^2 h s}{\pi}
\] (19)

and for the chosen bandwidth \( s = s_h \) denote the resulting variance

\[
\sigma^2_h = \sigma^2_h(\alpha, \sigma^2) = \frac{\sigma^2 h s_h}{\pi}.
\] (20)

From equations (16)–(18) we see that the mean square error of the estimator \( \hat{f}_{h,s} \) satisfies

\[
\left| \mathbb{E} \left( \hat{f}_{h,s}(x) - f(x) \right)^2 - \sigma^2_{h,s} \right| \leq \sigma^2_{h,s} \left( O(hs) + (\pi \sigma_{h,s})^{-2} \int_s^\infty \frac{\beta^2}{\gamma} e^{-2(\gamma t)^r} \, dt 
\right.

\[
+ \sigma_{h,s}^{-2} O \left( e^{-2(2\pi h)^r/cr} \right) \int_0^s \frac{\beta^2}{\gamma} e^{2(\gamma t)^r} \, dt \right).
\] (21)

Now we shall verify that, taking \( s = s_h \) as defined in (15), the term of the right hand side of the previous equation is equal to \( \sigma^2_h o(1) \). Before going into details, let us remark that the bandwidth \( s_h \) is precisely the bandwidth that balances the main terms of the bias and the variance in the mean square error, i.e. it minimizes

\[
\frac{\sigma^2 h s}{\pi} + \pi^{-2} \int_s^\infty \frac{\beta^2}{\gamma} e^{-2(\gamma t)^r} \, dt
\]

(with respect to \( s \), this is because by (15)

\[
e^{2(\gamma s_h)^r} = \frac{\beta^2}{\pi \gamma \sigma^2 h}.
\] (22)

Let us return to equation (21). Note first that

\[
h s_h \to 0, \quad \text{when} \quad h \to 0.
\] (23)
Second, applying the identity (22) and Lemma 2, we see that
\[
(\pi \sigma_h)^{-2} \int_{s_h}^{\infty} \frac{\beta^2}{\gamma} e^{-2(\gamma t)^r} dt = \frac{\beta^2}{\pi \gamma \sigma^2 h} \int_{s_h}^{\infty} e^{-2(\gamma t)^r} dt = \frac{\int_{s_h}^{\infty} e^{-2(\gamma t)^r} dt}{s_h e^{-2(\gamma s_h)^r}} \leq \frac{1}{r(\gamma s_h)^r} = \left( \frac{r}{2} \log \frac{\beta^2}{\pi \gamma \sigma^2 h} \right)^{-1} = o(1),
\]
when \( h \to 0 \). Finally, applying the identity (22) and trivial inequality
\[
(\sigma_h)^{-2} e^{-2(\frac{2\pi^2}{h})^r / c_r} \int_{0}^{s_h} \frac{\beta^2}{\gamma} e^{2(\gamma t)^r} dt \leq \pi \frac{\beta^2}{\gamma \sigma^2 h} e^{-2(\frac{2\pi^2}{h})^r / c_r + 2(\gamma s_h)^r} = \left( \frac{\beta^2}{\gamma \sigma^2 h} \right)^2 e^{-2(\frac{2\pi^2}{h})^r / c_r} = o(1),
\]
when \( h \to 0 \). Thus, from (21) and (23)–(25) we have that
\[
\mathbb{E} \left( \hat{f}_h(x) - f(x) \right)^2 = \sigma_h^2 (1 + o(1)), \quad (h \to 0).
\]
Note that when we normalize the error of our estimator by \( \sigma_h \), the normalized error term \( (\hat{f}_h(x) - f(x))/\sigma_h \) has a normal distribution, with mean of order \( o(1) \) and variance equal to \( 1 + o(1) \) where the terms \( o(1) \) are small uniformly in \( f \in \mathcal{A}(\alpha) \) when \( h \) goes to zero. Because the loss function \( w \) has only countably many discontinuity points, applying the dominated convergence theorem
\[
\lim_{h \to 0} \sup_{f \in \mathcal{A}(\alpha)} \mathbb{E}_f w \left( \sigma_h^{-1} (\hat{f}_h(x) - f(x)) \right) = \mathbb{E}_f w(\xi).
\]

**Lower bound for the risk.** Consider the parametric family of functions
\[
f_\theta(z) = \theta g(z), \quad g(z) = \frac{\pi}{s_h} k_{s_h}(z - x).
\]
These functions satisfy \( f_\theta(x) = \theta \), and if we assume that \( |\theta| \leq \theta(h) \) where
\[
\theta^2(h) = \frac{s_h^2}{2\pi^2} \left( \int_{0}^{s_h} \frac{\gamma}{\beta^2} e^{2(\gamma t)^r} dt \right)^{-1}
\]
then
\[
\int \frac{\gamma}{\beta^2} e^{2|\gamma t|^r} |\mathcal{F}[f_\theta](t)|^2 dt = \theta^2 \frac{\pi^2}{s_h^2} \int \frac{\gamma}{\beta^2} e^{2|\gamma t|^r} |\mathcal{F}[k_{s_h}](t)|^2 dt \leq \frac{\theta^2(h)\pi^2}{s_h^2} \int \frac{\gamma}{\beta^2} e^{2|\gamma t|^r} \mathbb{1}_{[s_h, s_h]}(t) dt \leq 1.
\]
Thus \( f_\theta \in \mathcal{A}(\alpha) \) for all \( \theta \) such that \( |\theta| \leq \theta(h) \).

Now, we can apply Kakutani’s theorem using the fact that \( \sum_{\ell=-\infty}^{\infty} g^2(\ell h) < \infty \) according to Lemma 1(c), and see that
\[
\frac{dP^{(h)}_{\theta}}{dP_0^{(h)}}(y) = \exp \left\{ \frac{1}{2\sigma^2} \sum_{\ell=-\infty}^{\infty} (2\theta \gamma \ell g(\ell h) - \theta^2 g^2(\ell h)) \right\},
\]
(28)
where \( P_\theta = P_{f_\theta} \) (cf. e.g. Hui-Hsiung [1975], Sect. II.2). The statistic

\[
T = \frac{\sum_{\ell=-\infty}^{\infty} y_\ell g(\ell h)}{\sum_{\ell=-\infty}^{\infty} g^2(\ell h)}
\]

(29)
is sufficient for the parameter \( \theta \) of the family of distributions \( P_\theta \). Obviously \( T \) is normally distributed. Given \( f_\theta(\ell h) = \theta g(\ell h) \), we can easily verify that

\[
T \sim \mathcal{N}\left( \theta, \frac{\sigma^2}{\sum_{\ell=-\infty}^{\infty} g^2(\ell h)} \right),
\]

(30)

and applying Lemma 1(c), with \( s_1 = 0 \) and \( s_2 = s_h \), we see that

\[
\frac{1}{\sigma^2} \sum_{\ell=-\infty}^{\infty} g^2(\ell h) = \frac{\pi^2}{\sigma^2 s_h} \left( h \sum_{\ell=-\infty}^{\infty} k^2_{s_h}(x - \ell h) \right) = \frac{\pi}{\sigma^2 s_h} \left( 1 + O(1) h s_h \right),
\]

when \( h \) goes to zero. Thus, \( T \) can be represented as

\[
T = \theta + \varphi \xi \quad \text{where} \quad \xi \sim \mathcal{N}(0,1)
\]

(31)

and, according to the previous arguments,

\[
\varphi^2 = \frac{\sum_{\ell=-\infty}^{\infty} \sigma^2}{\sum_{\ell=-\infty}^{\infty} g^2(\ell h)} = \sigma^2_h \left( 1 + o(1) \right).
\]

(32)

To derive the required lower bound, let us assume the unknown parameter \( \theta \) has a prior density \( \lambda(\theta) \); a convenient choice is

\[
\lambda(\theta) = \frac{1}{\theta(h)} \cos^2 \frac{\pi \theta}{2 \theta(h)}, \quad |\theta| \leq \theta(h).
\]

We obtain then, due to the sufficiency of the statistic \( T \),

\[
\inf_{f_h} \sup_{f \in \mathcal{A}(\alpha)} \mathbf{E}_f w \left( \sqrt{\frac{\pi}{\sigma^2 s_h}} (\tilde{f}_h(x) - f(x)) \right) \geq \inf_{f_h} \sup_{|\theta| < \theta(h)} \mathbf{E}_f w \left( \sqrt{\frac{\pi}{\sigma^2 s_h}} (\tilde{f}_h(x) - f_\theta(x)) \right)
\]

\[
\geq \inf_{\hat{\theta}} \sup_{|\theta| < \theta(h)} \mathbf{E}_{\theta^\prime} w \left( \sqrt{\frac{\pi}{\sigma^2 s_h}} (\hat{\theta} - \theta) \right) \geq \inf_{\hat{\theta}} \int_{-\theta(h)}^{\theta(h)} \mathbf{E}_{\theta^\prime} w \left( \sqrt{\frac{\pi}{\sigma^2 s_h}} (\hat{\theta} - \theta) \right) \lambda(\theta) d\theta
\]

\[
\begin{align*}
= \int_{\hat{\theta}(T)}^{\theta(h)} \mathbf{E}_{\hat{\theta}} w \left( \sqrt{\frac{\pi}{\sigma^2 s_h}} (\hat{\theta}(T) - \theta) \right) \lambda(\theta) d\theta \\
= \mathbf{E} w \left( \varphi \xi \right) - \frac{\varphi^2}{\sigma^2(h)} \frac{1}{\sqrt{2\pi}} \int (x^2 - 1)w(x) e^{-\frac{x^2}{2}} dx (1 + o(1)).
\end{align*}
\]

Here the last equation follows from Levit [1980]. According to (32), \( \frac{\varphi}{\sigma_h} = 1 + o(1), \) \( (h \to 0), \) while applying identity (22) and Lemma 2 we see that

\[
\frac{\sigma^2_h}{\theta^2(h)} = 2 \frac{\pi \gamma \sigma^2 h}{\beta^2} \int_0^{s_h} \gamma e^{2(\gamma t)^r} dt \geq 2 \int_0^{s_h} \gamma e^{2r \gamma^r} dt \geq \frac{1}{r \gamma^{s_h} e^{2r}} \to 0,
\]

(33)
when \( h \to 0 \). Thus we have that, according to the dominated convergence theorem,

\[
\liminf_{h \to 0} \sup_{f \in A(\alpha)} \mathbf{E}_f w \left( \sqrt{\frac{\pi}{\sigma^2 h s_h}} \left( \hat{f}_h(x) - f(x) \right) \right) \geq \\
\liminf_{h \to 0} \inf_{\tilde{f}_h} \sup_{f \in A(\alpha)} \mathbf{E}_f w \left( \sqrt{\frac{\pi}{\sigma^2 h s_h}} \left( \tilde{f}_h(x) - f(x) \right) \right) \geq \mathbf{E} w(\xi). \tag{34}
\]

Together the relations (26) and (34) prove the theorem. \( \square \)

### 4.2 An extension to non-fixed classes

Up till now we assumed that the classes \( A(\alpha) \) were fixed, i.e. not depending on the parameter \( h \), though the function we wanted to estimate could vary freely within the given class \( A(\alpha) \) and, in particular, could depend on \( h \). The possible dependency of \( f \) on \( h \) implies that the estimated function could be as ‘bad’ as our model allowed it to be which justified the minimax approach of Theorem 1. To summarize, the assumption that our functional class \( A(\alpha) \) is fixed implies that the smoothness properties of the elements of the class are fixed. However, we might want to further relax this restriction by allowing the class itself depend on \( h \). Indeed, there is neither practical justification, nor a logical requirement, that the smoothness of the underlying function remains the same while the level of noise decreases and consequently the resolution of the available statistical procedures increases. This will become even more natural in the adaptive setting of Section 5 where the smoothness of the underlying function is not known beforehand.

Thus, as a first step towards introducing the adaptive framework, we let the parameters of the model \( \gamma, \beta \) and \( r \) depend on \( h \). Even so, they still be assumed to be known to the statistician – this assumption will be abolished later in the adaptive framework of Section 5. This approach will allow us to explore the ‘limits’ of the model where its parameters are allowed to change freely. Let \( s_h \) be as defined in Theorem 1. Note that now the optimum bandwidth \( s_h \) depends on \( h \) also through the parameters \( \gamma, \beta \) and \( r \). Nevertheless the statement of Theorem 1 still holds, as we shall see, under corresponding assumptions.

**Theorem 2** Let \( w \in \mathcal{W} \), and let the parameters \( \beta = \beta_h, r = r_h, \gamma = \gamma_h \) and \( \sigma = \sigma_h \) be all positive and such that

\[
0 < \liminf_{h \to 0} r \leq \limsup_{h \to 0} r < \infty, \tag{35}
\]

\[
\liminf_{h \to 0} \frac{\beta^2}{\gamma \sigma^2 h} = \infty, \tag{36}
\]

\[
\limsup_{h \to 0} \frac{1}{\gamma} \left( \log \frac{\beta^2}{\gamma \sigma^2 h} \right)^{1/r} = 0. \tag{37}
\]

Then

\[
\lim_{h \to 0} \sup_{f \in A(\alpha)} \mathbf{E}_f w \left( \sqrt{\frac{\pi}{\sigma^2 h s_h}} \left( \hat{f}_h(x) - f(x) \right) \right) = \\
\lim_{h \to 0} \inf_{\tilde{f}_h} \sup_{f \in A(\alpha)} \mathbf{E}_f w \left( \sqrt{\frac{\pi}{\sigma^2 h s_h}} \left( \tilde{f}_h(x) - f(x) \right) \right) = \mathbf{E} w(\xi)
\]

where \( s_h, \tilde{f}_h \) and \( \hat{f}_h \) are the same as in Theorem 1.
Remark 1 Note that the conditions (35) and (37) imply \( h s_h \to 0 \) when \( h \to 0 \). As a direct consequence of this, we obtain consistency, provided \( \sigma^2 \) is bounded, since then \( \frac{\sigma^2 h s_h}{\pi} \to 0 \). However, our asymptotic optimality result doesn’t require \( \sigma^2 \) to be bounded; in other words they apply even when there is no consistency!

Proof: We prove this theorem following the same proof of Theorem 1. It is sufficient to see that relations (23)–(25) and (33) still hold for the class \( A(\gamma h, \beta h, r_h) \). The limit (23) follows from (35) and (37), the limits (24) and (33) follow from (35) and (36). Finally (25) follows from the identity

\[
\frac{\beta^2}{\gamma \sigma^2 h} e^{-\left(2\pi \gamma h\right)^r/c_r} = \exp\left\{-c_r^{-1}\left(2\pi \gamma h\right)^r \left(1 - \frac{c_r}{(2\pi)^r} \left(\frac{h}{\gamma} \left(\frac{\beta^2}{\gamma \sigma^2 h}\right)^{1/r}\right)^r\right)\right\}
\]

and conditions (35)–(37). Notice that \( h/\gamma \to 0 \), by (36) and (37). The rest of the proof remains the same.

\[\square\]

The important conclusion which can be drawn from the last result is that in order to prove asymptotic optimality of our estimation procedure, we do not have to invoke the assumption – not always realistic – that the smoothness of the estimated function remains the same, even when the level of noise decreases and, as a consequence, the resolution of available statistical methods increases. Note that in this more general situation the corresponding optimal rate of convergence

\[
\sigma^2_h(\alpha, \sigma^2) = \frac{\sigma^2 h}{\pi \gamma} \left(\frac{1}{2} \log \frac{\beta^2}{\pi \gamma \sigma^2 h}\right)^{1/r},
\]

can be of any order, with respect to any of the parameters, \( h \) or \( \sigma^2 h \), varying from extremely fast, parametric rates, to extremely slow, non-parametric ones, and even all the way down to no consistency at all. The problem which we will face in next section, is that in practice we often do not know the real class at all.

5 Adaptive minimax regression

5.1 Adaptive estimation in functional scales

As a transition from the classical minimax setting, studied in the previous sections, to the adaptive setting we introduce functional scales

\[ A_K = \left\{ A(\alpha) \mid \alpha \in K \right\}, \]

corresponding to a subset \( K \subset \mathbb{R}^3_+ \) in the underlying parameter space. As our scales \( A_K \) can be identified with corresponding subsets \( K \), we will speak sometimes about a scale \( K \), instead of \( A_K \), when there is no risk that could lead to a confusion. Sometimes we can think of the scale \( A_K \) as the collection of functions

\[ \left\{ f \in A(\alpha) \mid \alpha \in K \right\}. \]

We will say that some limit exists uniformly in \( A_K \) to express that it exists uniformly in \( f \in A(\alpha) \) for every \( \alpha \) and they converge uniformly in \( \alpha \in K \).
Our goal is to estimate a function which belongs to \( \mathcal{A}(\alpha) \) for some \( \alpha \in \mathcal{K} \). So, we must find an estimator, which does not depend on \( \alpha \) and such that it performs “optimally” well over the whole scale \( \mathcal{K} \). For this new setting a new definition of optimality is necessary. We use the following definition which was used in Lepski and Levit [1998]. From now on we will restrict ourselves to the loss functions \( w(x) = |x|^p, \quad p > 0 \). Let \( \mathcal{A}_\mathcal{K} \) be a functional scale and \( \mathcal{F} \) a class of estimators \( \hat{f}_h \).

**Definition 2** An estimator \( \hat{f}_h \in \mathcal{F} \) is called \((p, \mathcal{K}, \mathcal{F})\)-adaptively minimax, at a point \( x \in \mathbb{R} \), if for any other estimator \( \tilde{f}_h \in \mathcal{F} \)

\[
\limsup_{h \to 0} \sup_{\alpha \in \mathcal{K}} \frac{\sup_{f \in \mathcal{A}(\alpha)} \mathbb{E}_f \left| \hat{f}_h(x) - f(x) \right|^p}{\sup_{f \in \mathcal{A}(\alpha)} \mathbb{E}_f \left| \tilde{f}_h(x) - f(x) \right|^p} \leq 1.
\]

The simplest example of a scale \( \mathcal{A}_\mathcal{K} \) can be obtained when \( \mathcal{K} \) is a fixed compact subset of \( \mathbb{R}_+^3 \). Our results below cover a much broader setting in which the set \( \mathcal{K} \) itself can depend on the parameter \( h \). In our approach, such results serve two goals. First of all, they allow a better understanding of the true scope of adaptivity of statistical procedures, since they describe the ‘extreme’ situation in which an adaptation is still possible. In fact all what is needed below is that the assumptions of our ‘non-adaptive’ Theorem 2 hold uniformly on the scale \( \mathcal{K} \); below we formulate these assumptions more explicitly.

**Definition 3** A functional scale \( \mathcal{A}_{\mathcal{K}_h} \) (or the corresponding scale \( \mathcal{K}_h \)) is called a regular, or an R-scale if the following conditions are satisfied:

\[
0 < \liminf_{h \to 0} \inf_{\alpha \in \mathcal{K}_h} r \leq \limsup_{h \to 0} \sup_{\alpha \in \mathcal{K}_h} r < \infty,
\]

\[
\liminf_{h \to 0} \inf_{\alpha \in \mathcal{K}_h} \frac{\beta^2}{\sigma^2 h} = \infty,
\]

and

\[
\limsup_{h \to 0} \sup_{\alpha \in \mathcal{K}_h} \frac{h^{1-\delta}}{\gamma} \left( \log \frac{\beta^2}{\gamma \sigma^2 h} \right)^{1/r} = 0
\]

for some \( 0 < \delta < 1 \).

The second goal that can be achieved by considering more general scales \( \mathcal{K}_h \) is to introduce the notion of optimality in adaptive estimation, by specifying a natural set of estimators \( \mathcal{F} \) in the above Definition 2. Note that within a large scale \( \mathcal{A}_{\mathcal{K}_h} \), unknown functions \( f \) can vary from extremely smooth ones, allowing parametric rate \( \sigma^2 O(h^2) \), to much less smooth functions, allowing slower rates \( \sigma^2 O(h^{2\delta}), \quad \delta < 1 \), or even extremely slow rates \( \sigma^2 O(\log^{-1}(1/h)) \). The first possibility is not typical in non-parametric estimation and only can happen in some extreme cases. These ideas are made more precise by introducing the following terminology classifying functional scales \( \mathcal{A}_{\mathcal{K}_h} \) into pseudo-parametric (PP) and non-parametric (NP) scales depending of their global rates of convergence.

**Definition 4** A functional scale \( \mathcal{A}_{\mathcal{K}_h} \) (or the corresponding parameter scale \( \mathcal{K}_h \)) is called

\( \text{(a) pseudo-parametric, or a PP scale if} \)

\[
\limsup_{h \to 0} \sup_{\alpha \in \mathcal{K}_h} s_h(\alpha) < \infty,
\]
(b) **non-parametric, or an NP-scale if**

\[ \lim_{h \to 0} \inf_{\alpha \in K_h} s_h(\alpha) = \infty. \]

We shall call regular pseudo-parametric and regular non-parametric scales respectively RPP and RNP scales.

Since pseudo-parametric scales are not typical, in non-parametric estimation and can only happen in some extreme cases, we will only require our statistical procedure to achieve the optimal rate \( \sigma^2 O(h^2) \) for such scales; cf. the Definition of the corresponding classes \( F_p \) below. Note that even with such procedures, a better rate will be achieved, in estimating functions in any pseudo-parametric scale than in any of the non-parametric scales. Further a strong evidence suggests that there is hardly much more one can do than require rate optimality, for any of the pseudo-parametric scales. On the other hand, such an approach allows to develop natural optimality criteria, for any adaptive procedure in the classes \( F \) in the case of non-parametric scales.

Let \( F_p = F_p(x) \) be the class of all estimators \( \hat{f}_h \) that satisfy

\[ \limsup_{h \to 0} \sup_{\alpha \in K_h} \sup_{f \in A(\alpha)} E_f \left| \left| (\sigma^2 h)^{-1/2} (\hat{f}_h(x) - f(x)) \right|^p \right| < \infty \]

for arbitrary RPP functional scales \( A_{K_h} \). Let \( F^0_p = F^0_p(x) \) denote the class of estimators such that

\[ \limsup_{h \to 0} E_0 \left| (\sigma^2 h)^{-1/2} \hat{f}_h(x) \right|^p < \infty. \]

It is easy to notice that \( F_p \subset F^0_p \). In the next subsection we present an adaptive estimator \( \hat{f}_h \in F_p \) and prove it to be \( (p, K, F_p) \)-adaptively minimax for arbitrary RNP functional scales.

### 5.2 The adaptive estimator: upper bound

Section 5.1 outlined the general adaptive setting, introduced a notion of optimal adaptive estimation and described regular non-parametric scales of infinitely differentiable functions. Our first result describes accuracy which can be achieved for such scales. Its proof starts with the construction of an adaptive estimator achieving this accuracy. In this, the Lepski’s method will be used, with the recent modification of Lepski and Levit [1998]. Note that the accuracy of our procedure loses a logarithmic factor compared to the non-adaptive case where the parameters of the underlying classes are known. In Section 5.3 we will see that this is an unavoidable pay for not knowing the smoothness \emph{a priori} and we will prove optimality of the proposed procedure in the sense of Definition 2.

**Remark 2** In principle, one could also study adaptation to the unknown parameter \( \sigma^2 \). This however leads to entirely different problems, and is not considered in this thesis. Therefore we always assume that \( \sigma^2 \) is known, although it can vary with \( h \).

Denote

\[ \psi^2_h = \psi^2_h(\alpha) = p(\log s_h(\alpha)) \sigma^2_h(\alpha) \]

where \( s_h(\alpha) \) and \( \sigma^2_h(\alpha) \) were defined in (15) and (20).
Theorem 3 \textit{For any } p > 0 \textit{ there exists an adaptive estimator } \hat{f}_h \textit{ such that for any } x \in \mathbb{R} \textit{ and for any RNP functional scale } A_{K_h}, \quad \hat{f}_h \in F_p \\limsup_{h \to 0} \sup_{\alpha \in K_h} \sup_{f \in A(\alpha)} \mathbf{E}_f \left| \psi_h^{-1} (\hat{f}_h(x) - f(x)) \right|^p \leq 1.

\textbf{The adaptive estimator.} First, let us choose parameters, \( 1/2 < l < 1, 1/2 < \delta < 1, p_1 > 0, \) \( l_1 = \delta l, \) and define the sequence of bandwidths \( s_0 = 0, s_i = \exp(i^l) \text{ for } i = 1, \ldots. \) For each \( h, \) we take a subsequence \( S_h = \{s_0, s_1, \ldots s_{I_h}\} \) where
\[
I_h = \arg \max_i \{hs_i \leq \log^{-1} 1/h\},
\]
\[(44)\]
\( h < 1. \) Our asymptotic study considers \( h \to 0, \) thus, without loss of generality, we define \( I_h \) just for \( h < 1. \)

Now, let us denote
\[
\hat{f}_i(x) = \hat{f}_{h,s_i}(x), \quad b_i = \mathbf{E}_f \hat{f}_i(x) - f(x),
\]
\[
\sigma_i^2 = \text{Var } \hat{f}_i(x), \quad \hat{\sigma}_i^2 = \frac{\sigma^2 h s_i}{\pi},
\]
\[
\sigma_{i,j}^2 = \text{Var } (\hat{f}_j(x) - \hat{f}_i(x)), \quad \hat{\sigma}_{i,j}^2 = \frac{\sigma^2 h(s_j - s_i)}{\pi},
\]
and define the thresholds
\[
\lambda_j^2 = p \log s_j + p_1 \log^2 s_j.
\]
Finally we define
\[
\hat{i} = \min \left\{ 1 \leq i \leq I_h : |\hat{f}_j(x) - \hat{f}_i(x)| \leq \lambda_j \hat{\sigma}_{i,j} \quad \forall j (i \leq j \leq I_h) \right\}.
\]
\[(45)\]
We will prove below that the estimator
\[
\hat{f}_h(x) = \hat{f}_{\hat{i}}(x)
\]
satisfies both the statements contained in Theorem 3.

Let us get first some insight into the algorithm. The sequence \( S_h \) of bandwidths has several important properties. First, it is increasing, thus the variance of the corresponding estimators is also increasing.

Second, according to the definition of R-scales the bandwidths \( s_h(\alpha), \) see eq. (43), are such that \( h s_h(\alpha) \leq h^{\delta} \) uniformly in \( K_h \) for some \( \delta < 1, \) and \( h \) small enough. Thus, \( s_{I_h} \) is large enough for \( h \) small enough, so that for each \( \alpha, \) the optimum bandwidth \( s_h(\alpha) \) corresponding to \( A(\alpha), \) can be sandwiched between two consecutive elements of the sequence \( S_h, \) i.e. there exists \( i(\alpha) = i(\alpha, h) \) such that
\[
s_{i(\alpha) - 1} < s_h(\alpha) \leq s_{i(\alpha)}.
\]
The sequence is also dense enough so that
\[
\lim_{i \to \infty} \frac{s_{i+1}}{s_i} = 1.
\]
This guarantees that $s_h(\alpha)$ and $s_i(\alpha)$ are asymptotically equivalent since $s_h(\alpha) \to \infty$ for $h \to 0$ in NP scales.

The sequence of thresholds $\lambda_j$ has been chosen in such a way that, for large $i, j$ ($i(\alpha) \leq i \leq j$), the probability of the event

$$\left| \hat{f}_j(x) - \hat{f}_i(x) \right| > \lambda_j \text{Var}^{1/2}(\hat{f}_j(x) - \hat{f}_i(x)),$$

is very small since, except for an event of a small probability, this can only occur if the bias $(b_j - b_i) \gg \text{Var}^{1/2}(\hat{f}_j(x) - \hat{f}_i(x))$ which is not the case for bandwidths greater than $s_h(\alpha)$ as we will see. Therefore, for any given $i$ and $j > i$ we reject $s_i$ in favor of the subsequent elements of the sequence $S_h$, if the event (46) occurs. This pairwise comparison is performed for every $i$, and from all the accepted $s_i$ we select the smallest, i.e. we choose the estimator with the smallest variance. Note that according to the previous argument no bandwidth $s_i$, $i \geq i(\alpha)$ will be rejected, with high probability. However it is possible that a bandwidth $s_i$, $i < i(\alpha)$ is chosen. In that case our procedure warrants that, cf. (45),

$$\left| \hat{f}_i(x) - \hat{f}_{i(\alpha)}(x) \right| \leq \lambda_{i(\alpha)} \text{Var}^{1/2}(\hat{f}_i(x) - \hat{f}_{i(\alpha)}(x)) (1 + o(1))$$

Thus in the worst case the accuracy of $\hat{f}_h$ decreases by a factor $1 + \lambda_{i(\alpha)}$ which is of order $\log s_h(\alpha)$ asymptotically as $h \to 0$. In the next subsection we prove that the accuracy of this algorithm is asymptotically optimal in the adaptive setting, for all RNP scales subject to certain mild additional assumptions; see Theorems 1 and 6.

Now, let us turn to the proof of the theorem. We start with an auxiliary result needed in the proof where we use the same notations as those used in describing the estimation procedure.

**Lemma 3** For $h \to 0$, uniformly with respect to $i, j$ ($1 \leq i, j \leq I_h$) and with respect to $\alpha$ varying in a regular scale,

(a) $b_j^2 = o(1)\sigma_j^2$ for all $j$ such that $i(\alpha) \leq j \leq I_h$.

(b) $\sigma_j^2 = \hat{\sigma}_j^2 (1 + O(\log^{-1}(1/h)))$.

(c) $(b_j - b_i)^2 \leq (1 + o(1))\hat{\sigma}_{i,j}^2$ for all $i, j$ such that $i(\alpha) \leq i \leq j \leq I_h$.

(d) $\sigma_{i,j}^2 = \hat{\sigma}_{i,j}^2 (1 + O(\log^{-1}(1/h)))$.

**Proof.** (a) Using the bound for the bias given in (17), equation (22), and Lemma 2 we see, with some algebra, that

$$b_j^2 \leq \frac{1}{\pi^2} \int_{s_j}^{\infty} \frac{\beta^2}{\gamma} e^{-2(\gamma t)^r} dt + O \left( e^{-2(2\pi^2 h)^r/c_r} \right) \int_0^{s_j} \beta \gamma e^{2(\gamma t)^r} dt$$

$$\leq \frac{\sigma^2 h s_j}{\pi} \frac{\beta^2}{\pi \gamma \sigma^2 h} \frac{e^{-2(\gamma s_j)^r}}{\gamma s_j} + O \left( e^{-2(2\pi^2 h)^r/c_r} \right) \frac{\sigma^2 h s_j}{\pi} \frac{\beta^2}{\pi \gamma \sigma^2 h} e^{2(\gamma s_j)^r}$$

$$= \hat{\sigma}_j^2 \left( \frac{e^{2(\gamma s_j)^r}}{\gamma s_j} e^{-2(\gamma s_j)^r} + O \left( e^{-(2\pi^2 h)^r/c_r + 2(\gamma s_j)^r} e^{-(2\pi^2 h)^r/c_r + 2(\gamma s_j)^r} \right) \right).$$
Now, given \( s_j \geq s_h(\alpha) \) and using conditions (44) in the definition of the sequence of bandwidths \( S_h \) and conditions (41)–(43) in the definition of \( R \) scales, we obtain \( b_j^2 = o(1)\hat{\sigma}_j^2 \) when \( h \to 0 \), uniformly with respect to \( j (i(\alpha) \leq j \leq I_h) \) and with respect to \( \alpha \) in \( K_h \).

(b) This is just a reformulation of the asymptotic relation (18) using the fact that, according to (44), \( h s_j \leq \log^{-1}(1/h) \).

(c) Applying Lemma 1(b) taking \( s_1 = s_i \) and \( s_2 = s_j \), and arguing as in (17) and in the proof (a), we see that

\[
(b_j - b_i)^2 \leq \left| \frac{1}{2\pi} \int e^{-itx} \mathcal{F}[\Delta_{ij}](t) \mathcal{F}[f](t) \, dt \right|^2 + O\left(e^{-2(2\pi \gamma)^r/c_r} \int_{s_i}^{s_j} \frac{\beta^2}{\gamma} e^{2(\gamma t)^r} \, dt \right),
\]

\[
\leq \frac{1}{\pi^2} \int_{s_i}^{s_j} \frac{\beta^2}{\gamma} e^{-2(\gamma t)^r} \, dt + O\left(e^{-2(2\pi \gamma)^r/c_r} \int_{s_i}^{s_j} \frac{\beta^2}{\gamma} e^{2(\gamma t)^r} \, dt \right),
\]

\[
\leq \frac{\sigma^2 h(s_j - s_i)}{\pi} \frac{\beta^2}{\pi \gamma \sigma^2 h} e^{-2(\gamma s_i)^r} + O\left(e^{-2(2\pi \gamma)^r/c_r} \frac{\sigma^2 h(s_j - s_i)}{\pi} \frac{\beta^2}{\pi \gamma \sigma^2 h} e^{2(\gamma s_j)^r} \right)
\]

\[
= \sigma^2 i,j \left(e^{2(\gamma s_j)^r - 2(\gamma s_i)^r} + O\left(e^{-2(2\pi \gamma)^r/c_r + 2(\gamma s_j)^r} e^{-2(2\pi \gamma)^r/c_r + 2(\gamma s_j)^r} \right) \right)
\]

\[
= \sigma^2 i,j (1 + o(1)), \quad (h \to 0).
\]

(d) It follows directly from Lemma 1(c), taking \( s_1 = s_i \) and \( s_2 = s_j \). Here, as in (18), we can verify that

\[
\sigma^2 i,j = \sigma^2 h^2 \sum_{\ell = -\infty}^{\infty} (k_{s_j}(x - \ell h) - k_{s_i}(x - \ell h))^2
\]

\[
= \frac{\sigma^2 h(s_j - s_i)}{\pi} (1 + O(1) h(s_j - s_i)). \tag{47}
\]

and thus, using (44), this completes the proof of the lemma.

We now proceed with proving Theorem 3. For arbitrary \( f \) in any \( R \)-functional scale \( \mathcal{A}_{K_h} \),

\[
R_h(f) := \mathbb{E} \left| \hat{f}_i(x) - f(x) \right|^p = R_h^-(f) + R_h^+(f)
\]

where

\[
R_h^-(f) = \mathbb{E} \left\{ \mathbb{1}_{\{i \leq i(\alpha)\}} \left| \hat{f}_i(x) - f(x) \right|^p \right\}
\]

and

\[
R_h^+(f) = \mathbb{E} \left\{ \mathbb{1}_{\{i > i(\alpha)\}} \left| \hat{f}_i(x) - f(x) \right|^p \right\}.
\]
Let us examine \( R_h^- (f) \) first. We have
\[
\left\{ \hat{i} \leq i(\alpha) \right\} \subset \left\{ |\hat{f}_i(x) - \hat{f}_{i(\alpha)}(x)| \leq \lambda_{i(\alpha)} \hat{\sigma}_{i(\alpha)} \right\}
\subset \left\{ |\hat{f}_i(x) - \hat{f}_{i(\alpha)}(x)| \leq \lambda_{i(\alpha)} \hat{\sigma}_{i(\alpha)} \right\},
\]
therefore
\[
R_h^- (f) \leq E \left( \left. 1_{\{ \hat{i} \leq i(\alpha) \}} \left( |\hat{f}_i(x) - \hat{f}_{i(\alpha)}(x)| + |\hat{f}_{i(\alpha)}(x) - f(x)| \right) \right|^p \right)
\leq E \left( \lambda_{i(\alpha)} \hat{\sigma}_{i(\alpha)} + |\hat{f}_{i(\alpha)}(x) - f(x)| \right)^p
\leq E \left( \lambda_{i(\alpha)} \hat{\sigma}_{i(\alpha)} + |b_{i(\alpha)}| + \sigma_{i(\alpha)}|\xi| \right)^p
\]
where \( \xi \sim N(0,1) \). Now according to Lemma 3, (a) and (b), uniformly with respect to \( \alpha \) in any regular scale
\[
\sigma_{i(\alpha)} = \hat{\sigma}_{i(\alpha)}(1 + o(1)) \quad \text{and} \quad |b_{i(\alpha)}| = o(1) \hat{\sigma}_{i(\alpha)}, \quad (h \to 0).
\]
It follows that for \( h \to 0 \) uniformly with respect to any RPP scale
\[
R_h^- (f) = O(h^{p/2}),
\]
while by the dominated convergence theorem, uniformly in any RNP scale
\[
R_h^- (f) \leq \psi_h^p(\alpha)(1 + o(1)).
\]
Now let us examine \( R_h^+ (f) \). Consider the auxiliary events
\[
A_i = \left\{ \omega : |\hat{f}_i(x) - f(x)| \leq \sqrt{2} \lambda_i \hat{\sigma}_i \right\}.
\]
Applying Hölder’s inequality we obtain
\[
R_h^+ (f) = E \left( \left. \prod_{i=i(\alpha)+1}^{i(h)} |\hat{f}_i(x) - f(x)|^p \right) \right) = \sum_{i=i(\alpha)+1}^{I_h} E \left( \left. \prod_{i=i(\alpha)+1}^{i} |\hat{f}_i(x) - f(x)|^p \right) \right).
\]
\[
= \sum_{i=i(\alpha)+1}^{I_h} E \left( |\hat{f}_i(x) - f(x)|^p \left( \prod_{i=i(\alpha)+1}^{i} 1_{A_i} \right) \right)
\leq R_{h,1}^+ (f) + R_{h,2}^+ (f),
\]
where
\[
R_{h,1}^+ (f) = \sum_{i=i(\alpha)+1}^{I_h} (2\lambda_i^2 \hat{\sigma}_i^2)^{p/2} P(\hat{i} = i)
\]
and
\[
R_{h,2}^+ (f) = \sum_{i=i(\alpha)+1}^{I_h} E^{1/2} \left| \hat{f}_i(x) - f(x) \right|^{2p} P^{1/2}(A_i^c).
\]
We have
\[ P(\hat{i} = i) \leq \sum_{j=i+1}^{\infty} P \left( |\hat{f}_{j-1}(x) - \hat{f}_{i-1}(x)| > \hat{\sigma}_{i-1,j-1} \lambda_{i,j-1} \right). \] (50)

By writing $\hat{f}_{j}(x) - \hat{f}_{i}(x) = \sigma_{i,j} \xi + b_{j} - b_{i}$, where $\xi \sim \mathcal{N}(0, 1)$, applying Lemma 3(d), and using the well known bound on the tails of the normal distribution (cf. Feller [1968], Lemma 2), we find for some $C > 0$ and all $h$ small enough
\[ P \left( |\hat{f}_{j}(x) - \hat{f}_{i}(x)| > \lambda_{j} \hat{\sigma}_{i,j} \right) \leq P \left( |\xi| > \lambda_{j} \frac{\hat{\sigma}_{i,j}}{\hat{\sigma}_{i,j}} - \frac{|b_{j} - b_{i}|}{\hat{\sigma}_{i,j}} \right) \] (51)
\[ \leq \exp \left\{ - \frac{1}{2} \left( \lambda_{j} \frac{\hat{\sigma}_{i,j}}{\hat{\sigma}_{i,j}} - C \right)^{2} \right\} \leq \exp \left\{ - \frac{1}{2} \lambda_{j}^{2} \frac{\hat{\sigma}_{i,j}^{2}}{\hat{\sigma}_{i,j}^{2}} + C \lambda_{j} \frac{\hat{\sigma}_{i,j}}{\hat{\sigma}_{i,j}} \right\} \]
\[ \leq \exp \left\{ - \frac{1}{2} \lambda_{j}^{2} + C \lambda_{j} \frac{\hat{\sigma}_{i,j}}{\hat{\sigma}_{i,j}} + \frac{1}{2} \lambda_{j}^{2} \left( 1 - \frac{\hat{\sigma}_{i,j}^{2}}{\hat{\sigma}_{i,j}^{2}} \right) \right\}. \] (52)

Since by Lemma 3(c) and (44)
\[ \lambda_{j}^{2} \frac{\hat{\sigma}_{i,j}^{2} - \hat{\sigma}_{i,j}^{2}}{\hat{\sigma}_{i,j}^{2}} = \lambda_{j}^{2} O(\log^{-1}(1/h)) = o(1), \quad (h \to 0), \]
it follows from the last inequality that for some $C_{1} > 0$
\[ P \left( |\hat{f}_{j}(x) - \hat{f}_{i}(x)| > \lambda_{j} \hat{\sigma}_{i,j} \right) \leq C_{1} \exp \left\{ - \frac{1}{2} \lambda_{j}^{2} + 2C \lambda_{j} \right\} \]
for all $\alpha, \ j \geq i \geq i(\alpha)$ and all sufficiently small $h$.

Returning to (50) we obtain that
\[ P(\hat{i} = i) \leq C_{1} \sum_{j=i+1}^{\infty} \exp \left\{ - \frac{1}{2} \lambda_{j-1}^{2} + 2C \lambda_{j-1} \right\} = C_{1} \sum_{j=i}^{\infty} \exp \left\{ - \frac{1}{2} \lambda_{j}^{2} + 2C \lambda_{j} \right\} \]
\[ = C_{1} \sum_{j=i}^{\infty} \exp \left\{ - \frac{p_{j}^{2} + p_{1,j}^{2} i_{j}}{2} + 2C \sqrt{p_{j}^{2} + p_{1,j}^{2} i_{j}} \right\} \]
\[ \leq C_{1} \sum_{j=i}^{\infty} \exp \left\{ - \frac{p_{j}^{2} - p_{1,j}^{2} i_{j}}{2} \right\} \sim C_{1} \frac{2^{i-1}}{p_{j}^{i-1}} \exp \left\{ - \frac{p_{1,j}^{2} i_{j}}{2} - \frac{p_{1,j}^{2} i_{j}}{3} \right\} \]
\[ = C_{2} \frac{2^{i-1} - p_{i}^{2} i_{j}}{s_{i}^{p/2}} \exp \left\{ - \frac{p_{1,j}^{2} i_{j}}{3} \right\} \leq C_{2} s_{i}^{p/2} \exp \left\{ - \frac{p_{1,j}^{2} i_{j}}{4} \right\} \] (53)
for some $C_{2} > 0$ and all $i \geq i(\alpha)$, when $h$ is sufficiently small. Therefore uniformly in $A_{K_{h}}$
\[ R_{h,1}^{\pm}(f) = O(h^{p/2}) \sum_{i=1}^{\infty} i^{p/2} \exp \left\{ - \frac{p_{1,j}^{2} i_{j}}{4} \right\} = O(h^{p/2}), \quad (h \to 0). \]
In order to obtain a bound on $R_{h,2}^+(f)$ we write again $\hat{f}_i - f(x) = b_i + \sigma_i \xi_i, \xi_i \sim \mathcal{N}(0,1)$. Applying Lemma 3, (a) and (b), in the same way as before, we have

$$
P(A_i^c) \leq P\left( |\xi| > \sqrt{2} \lambda_i \hat{\sigma}_i \right) \leq \exp\left\{ -\frac{1}{2} \left( \sqrt{2} \frac{\hat{\sigma}_i}{\sigma_i} - \sqrt{2} \right)^2 \right\} \leq C_3 \exp\left\{ -\lambda_i^2 + 2 \lambda_i \right\}
$$

for some $C_3$, all $i \geq i(\alpha)$ and all $\alpha$ provided $h$ is small enough. Thus,

$$
R_{h,2}^+(f) = \sum_{i=i(\alpha)+1}^{I_h} \mathbb{E}\left[ |\hat{f}_i(x) - f(x)|^{2p} \right] P(A_i^c)
$$

$$
\leq \sum_{i=i(\alpha)+1}^{I_h} \hat{\sigma}_i^p \mathbb{E}\left[ o(1) + (1 + o(1))\xi_i \right]^{2p} P(A_i^c)
$$

$$
= O\left( \frac{\sigma^2 h}{\pi} \right) \sum_{i=1}^{\infty} \exp\left\{ -p \pi^2 / 4 \right\}
$$

$$
= O(h^{p/2}), \quad (h \to 0),
$$

(54)

uniformly in $\mathcal{A}_h$.

We can thus conclude that, uniformly in any RPP scale $\mathcal{K}_h$, our estimator satisfies

$$
\sup_{\alpha \in \mathcal{K}_h} \sup_{f \in \mathcal{A}(\alpha)} \mathbb{E}\left[ h^{-1/2} (\hat{f}_h(x) - f(x)) \right]^p = O(1),
$$

while for any RNP scale $\mathcal{K}_h$

$$
\sup_{\alpha \in \mathcal{K}_h} \sup_{f \in \mathcal{A}(\alpha)} \mathbb{E}\left[ \psi^{-1}_h(\alpha) (\hat{f}_h(x) - f(x)) \right]^p \leq 1 + o(1),
$$

when $h \to 0$. \qed

5.3 Lower bound: optimality results

In Section 5.2 we have established an upper bound for the risk of adaptive procedures, by evaluating the quality of a proposed adaptive estimator. In this section we will establish a lower bound for arbitrary such estimator, which will allow us to establish optimality of the proposed procedure in the sense of Definition 2.

**Theorem 4** Let $p > 0$. Let $\mathcal{A}_{\mathcal{K}_h}$ be an arbitrary RNP scale such that quantities $\tilde{s}_h = \tilde{s}_h(\alpha)$, $\tilde{s}_h \leq s_h(\alpha)$, and $\tilde{\phi}_h(\alpha)$ can be defined in such a way that for all sufficiently small $h$ and $\alpha \in \mathcal{K}_h$

$$
\tilde{\phi}_h^2 = \tilde{\phi}_h^2(\alpha) \leq \min\left\{ p \log \tilde{s}_h, r(\gamma \tilde{s}_h)^r / 2 \right\}
$$

(55)
\[ \lim_{h \to 0} \inf_{\alpha \in K_h} \tilde{\phi}_h = \infty. \]  

Denote

\[ \tilde{\psi}_{\alpha} = \tilde{\psi}_{\alpha}(\alpha) = \frac{\sigma^2 h \tilde{s}_h \varphi_{\alpha}^2}{\phi_h}. \]

Then for any estimator \( \tilde{f}_h \in \mathcal{F}_p^0(x) \)

\[ \lim_{h \to 0} \inf_{\alpha \in K_h} \inf_{f \in A(\alpha)} \mathbb{E}_f \left| \tilde{\psi}_h^{-1}(\tilde{f}_h(x) - f(x)) \right|^p \geq 1. \]

**Proof.** Letting \( \theta = \tilde{\phi}_h - \sqrt{\phi_h} \) consider the following pair of functions:

\[
\begin{align*}
 f_0(z) & = 0, \\
 f_1(z) & = \theta \tilde{g}(z), \quad \tilde{g}(z) = \sqrt{\frac{\sigma^2 h \pi}{\tilde{s}_h}} k_{\tilde{s}_h}(x - z).
\end{align*}
\]

Note that \( f_1 \) satisfies

\[ f_1(x) = \theta \sqrt{\frac{\sigma^2 h \tilde{s}_h}{\pi}}. \]

Obviously \( f_1 \) is a continuous function and using (10), definition (15) of \( s_h \), and Lemma 2, we get

\[
\begin{align*}
 & \int \frac{\gamma}{\beta^2} e^{2|\gamma t'|} |\mathcal{F}[f_1](t)|^2 \, dt = \theta^2 \frac{\sigma^2 h \pi}{\tilde{s}_h} \int \frac{\gamma}{\beta^2} e^{2|\gamma t'|} |\mathcal{F}[k_{\tilde{s}_h}](t)|^2 \, dt \\
& = \frac{2 \theta^2 \gamma \sigma^2 h \pi}{\beta^2} \int_0^{\tilde{s}_h} \gamma e^{2(\gamma t')} \, dt = \frac{2 \theta^2 e^{-2(\gamma s_h)}}{\gamma \tilde{s}_h} \int_0^{\tilde{s}_h} \gamma e^{2(\gamma t')} \, dt \\
& = \frac{\theta^2}{r(\gamma \tilde{s}_h)^r} e^{2(\gamma s_h)^r - 2(\gamma s_h)^r} (1 + o(1)) \leq \frac{\bar{\phi}_h}{r(\gamma \tilde{s}_h)^r} e^{2(\gamma s_h)^r - 2(\gamma s_h)^r} (1 + o(1)) \\
& \leq \frac{1}{2} (1 + o(1)) \leq 1,
\end{align*}
\]

uniformly in \( K_h \) for \( h \) small enough. Thus \( f_1 \in A(\alpha) \) for all sufficiently small \( h \) and every \( \alpha \in K_h \).

Let \( \tilde{f}_h \in \mathcal{F}_p^0(x) \) be an arbitrary estimator and denote \( f_h^* = \tilde{\psi}_h^{-1} \tilde{f}_h(x) \) and \( L = \tilde{\phi}_h^{-1} \theta \); then

\[
\tilde{\psi}_h^{-1}(\tilde{f}_h(x) - f_1(x)) = f_h^* - \tilde{\phi}_h^{-1} \theta = f_h^* - L
\]
whereas
\[
\sqrt{\frac{\pi}{\sigma^2 h}} (\tilde{f}_h(x) - f_0(x)) = \sqrt{\frac{\pi}{\sigma^2 h}} \tilde{f}_h(x) = \sqrt{\frac{\pi}{\sigma^2 h}} \tilde{\psi}_h f_h^*(x)
\]
\[
= \sqrt{\frac{\pi}{\sigma^2 h}} \sqrt{\frac{\sigma^2 h \tilde{s}_h}{\pi}} \tilde{\phi}_h f_h^*(x) = s_h^{1/2} \tilde{\phi}_h f_h^*(x)
\]
\[
= f_h^* \exp \left\{ \log \frac{\tilde{s}_h}{2} + \log \tilde{\phi}_h \right\}. \tag{60}
\]

Denote \( q = \exp \{ - \tilde{\phi}_h \} \) so that by (56), \( q \to 0 \) uniformly with respect to \( \alpha \) for \( h \to 0 \). Now, with the thus defined \( f_1 \in A(\alpha) \), for any \( \tilde{f}_h \in F_p^0(x) \), uniformly in \( \alpha \in K_h \) as \( h \to 0 \), we have
\[
R_h := \sup_{f \in A(\alpha)} \mathbb{E}_f \left( \tilde{\psi}_h^{-1} | \tilde{f}_h(x) - f(x) | \right)^p \geq \mathbb{E}_1 \left( \tilde{\psi}_h^{-1} | \tilde{f}_h(x) - f_1(x) | \right)^p + O(q). \tag{61}
\]

According to (55) and (59)–(61),
\[
R_h \geq q \mathbb{E}_0 \left( \sqrt{\frac{\pi}{\sigma^2 h}} | \tilde{f}_h(x) - f_0(x) | \right)^p + (1 - q) \mathbb{E}_1 \left( \tilde{\psi}_h^{-1} | \tilde{f}_h(x) - f_1(x) | \right)^p + O(q)
\]
\[
\geq (1 - q) \mathbb{E}_1 \left( Z | f_h^*(x) |^p + | f_h^*(x) - L |^p \right) + O(q)\]
\[
\geq (1 - q) \mathbb{E}_1 \inf_x \left( Z |x|^p + |x - L|^p \right) + O(q) \tag{62}
\]
where
\[
Z = q \exp \left\{ \frac{\tilde{\phi}_h}{2} + p \log \tilde{\phi}_h \right\} \frac{dP_0}{dP_1}(y).
\]

For each value of \( Z \) consider the optimization problem of minimizing the function:
\[
g(x) = Z |x|^p + |L - x|^p.
\]
As was shown in Lepski and Levit [1998],
\[
\min_x g(x) = \left\{ \begin{array}{ll}
\min(Z, 1)L^p & \text{if } p \leq 1, \\
(1 + Z^{-\frac{1}{p-1}})^{-(p-1)}L^p & \text{if } p > 1.
\end{array} \right. \tag{63}
\]

Thus for any \( p > 0 \) we can write
\[
\min_x g(x) = \chi L^p, \tag{64}
\]
where \( \chi \) is defined by (63) and satisfies \( 0 < \chi \leq 1 \).
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Now, let us consider the likelihood corresponding to \( f_0 \) and \( f_1 \). Using the same arguments that we used in (28)–(32) we can see that

\[
\frac{dP_0^h(y)}{dP_1^h(y)} = \exp \left\{ -\frac{1}{2\sigma^2} \sum_{\ell=\infty}^{\infty} (\theta^2 \tilde{g}^2(\ell h) + 2\theta y \tilde{g}(\ell h)) \right\},
\]

where \( \xi \sim \mathcal{N}(0,1) \) with respect to \( P_1 \). Using the definition of \( \theta \), condition (55) and definition (57) we can see that

\[
\frac{dP_0^h(y)}{dP_1^h(y)} = (1 + o(1)) \exp \left\{ -\frac{\theta^2}{2} - \theta \xi \right\}, \quad (h \to 0).
\]

Note that by (56)

\[
Z = (1 + o(1)) \exp \left\{ -\tilde{\phi}_h + \tilde{\phi}_h^2 \right\} + p \log \tilde{\phi}_h \right\} \to \infty \quad (h \to 0).
\]

when \( h \to 0 \), hence \( \chi \to 1 \). Also \( L = 1 + o(1) \), according to its definition. Therefore according to equations (62)–(64), uniformly in \( \alpha \in K_h \),

\[
R_h \geq (1 - q) L^p \mathbb{E}_1 \chi + O(q) = 1 + o(1), \quad (h \to 0).
\]

\[ \square \]

**Corollary 1** Let \( A_{K_h} \) be an arbitrary RNP scale such that

\[
\lim_{h \to 0} \inf_{\alpha \in K_h} \frac{r(\gamma s_h)^r}{\log s_h} = \infty \quad (65)
\]

where \( s_h \) is the optimum bandwidth defined in (15). Then for any \( p > 0 \) and \( x \in \mathbb{R} \), the estimator \( \hat{f}_h \) of Theorem 3 is \( (p, K_h, \mathcal{F}_p(x)) \)-adaptively minimax at \( x \).

**Proof.** This is a consequence of Theorems 3 and 4. In order to prove the lower bound use the previous theorem taking \( s_h \) in place of \( \tilde{s}_h \). \[ \square \]

Now, we prove a version of Theorem 4 under a weaker condition. It will be used below to provide an easily verifiable conditions for adaptive optimality of the estimator proposed in Section 5.2.

**Theorem 5** Let \( A_{K_h} \) be an arbitrary RNP scale such that

\[
\lim_{h \to 0} \inf_{\alpha \in K_h} \frac{r(\gamma s_h)^r}{\log \log s_h} = \infty \quad (66)
\]
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where the optimum bandwidth $s_h$ was defined in (15). Then for any estimator $	ilde{f}_h \in \mathcal{F}_p^0(x)$,

$$\liminf_{h \to 0} \inf_{\alpha \in \mathcal{K}_h} \sup_{f \in A(\alpha)} \mathbb{E} \left| \psi_h^{-1} \left( \tilde{f}_h(x) - f(x) \right) \right|^p \geq 1,$$

where

$$\psi_h^2 = \psi_h^2(\alpha) = p \left( \log s_h \right) \frac{\sigma_h^2 s_h}{\pi}.$$

**Proof:** We prove this theorem in the same way as Theorem 4 by choosing $\tilde{\varphi}_h^2 = p \log \tilde{s}_h$ and subsequently defining $\tilde{s}_h$ in such a way that

$$\frac{2p \log \tilde{s}_h}{r(\gamma \tilde{s}_h)^r} e^{2(\gamma \tilde{s}_h)^r - 2(\gamma s_h)^r} \leq 1 \quad (67)$$

for $h$ small enough. The point here is that condition (67) was only needed in proving (58), which now becomes (67). We construct an appropriate $\tilde{s}_h$ asymptotically equivalent to $s_h$ that satisfies the previous inequality for $h$ small enough. Let us first, for fixed $\alpha$, define the auxiliary bandwidth $\tilde{s}_h$ as the solution of the equation

$$2(\gamma s_h)^r = 2(\gamma \tilde{s}_h)^r + \log r(\gamma \tilde{s}_h)^r. \quad (68)$$

We know that $\gamma s_h$ goes to infinity as $h$ goes to zero uniformly in regular scales. Thus from the previous equation, $\gamma \tilde{s}_h$ goes to infinity too and we can see that

$$\left( \frac{s_h}{\tilde{s}_h} \right)^r = 1 + \frac{\log r(\gamma \tilde{s}_h)}{2(\gamma \tilde{s}_h)^r} = 1 + o(1),$$

uniformly in $\mathcal{K}_h$ according to (66). Thus the auxiliary bandwidth $\tilde{s}_h$ is asymptotically equivalent to $s_h$. It also satisfies (66), see that

$$\liminf_{h \to 0} \inf_{\alpha \in \mathcal{K}_h} \frac{r(\gamma \tilde{s}_h)^r}{\log \log \tilde{s}_h} = \liminf_{h \to 0} \inf_{\alpha \in \mathcal{K}_h} \frac{r(\gamma s_h)^r}{\log \log s_h} (1 + o(1)) \geq \liminf_{h \to 0} \inf_{\alpha \in \mathcal{K}_h} \frac{r(\gamma s_h)^r}{\log \log s_h} \to \infty.$$

Now, let us define $\tilde{s}_h = \vartheta \tilde{s}_h$ where $\vartheta \in (0, 1)$ is the closest solution to 1 of the equation

$$\frac{2r(\gamma \tilde{s}_h)^r}{\log \log \tilde{s}_h} \vartheta^r \log \vartheta^{-1} = 1.$$

We can see that $\vartheta \to 1$ as $h \to 0$ thus implying that $\tilde{s}_h$ is asymptotically equivalent to $\tilde{s}_h$ and $s_h$. Now, after few transformations,

$$-2(\gamma \tilde{s}_h)^r = -2(\gamma \tilde{s}_h)^r + 2 \int_{\tilde{s}_h}^{s_h} r(\gamma t)^r t^{-1} dt$$

$$= -2(\gamma s_h)^r \log r(\gamma \tilde{s}_h)^r + 2 \int_{\tilde{s}_h}^{s_h} r(\gamma t)^r t^{-1} dt$$

$$\geq -2(\gamma s_h)^r + \log r(\gamma \tilde{s}_h)^r + 2r(\gamma \tilde{s}_h)^r \int_{\tilde{s}_h}^{s_h} t^{-1} dt$$

$$= -2(\gamma s_h)^r + \log r(\gamma \tilde{s}_h)^r + 2r(\gamma \tilde{s}_h)^r \vartheta^r \log \vartheta^{-1}$$

$$= -2(\gamma s_h)^r + \log r(\gamma \tilde{s}_h)^r + \log \tilde{s}_h.$$
and we see that
\[ e^{-2(\gamma \tilde{s}_h)^r} \geq e^{-2(\gamma s_h)^r} r(\gamma \tilde{s}_h)^r \log \tilde{s}_h = e^{-2(\gamma s_h)^r} \frac{2p \log \tilde{s}_h}{r(\gamma \tilde{s}_h)^r} \tilde{s}_h^r (\gamma \tilde{s}_h)^{2r}/(2p) \]
\[ \geq e^{-2(\gamma s_h)^r} \frac{2p \log \tilde{s}_h}{r(\gamma \tilde{s}_h)^r} \]
for \( h \) small enough. The rest of the proof is the same as for Theorem 4. Finally, given \( \tilde{\psi}_h := p \log \tilde{s}_h \frac{\sigma^2 h \pi}{\gamma} \) is asymptotically equivalent to \( \psi_h \) we have the proof of the lemma.

Finally, we prove that the estimator we constructed in Theorem 3 is adaptively minimax, for any RNP scale satisfying a condition just a little stronger than condition (42) used in the definition of a regular scale.

**Theorem 6** Let \( K_h \) be a RNP scale such that
\[
\lim_{h \to 0} \inf_{\alpha \in K_h} \inf_{\beta} \frac{\beta^2}{\gamma \sigma^2 h^{1-\delta}} \geq C
\]
for some \( \delta (0 < \delta < 1) \) and \( C > 0 \). Then for any \( p > 0 \) and \( x \in \mathbb{R} \), the estimator \( \hat{f}_h \) of Theorem 3 is \((p, K_h, F_p(x))\)-adaptively minimax at \( x \).

**Proof.** The upper bound result was proved in Theorem 3. To prove the lower bound we notice that
\[
r(\gamma s_h)^r = \frac{r}{2} \log \frac{\beta^2}{\pi \gamma \sigma^2 h} \geq \frac{r}{2} \log Ch^{-\delta}
\]
while according to conditions (41)–(43) for R scales
\[
\log \log s_h = \log \log \left( \frac{1}{\gamma} \left( \frac{1}{2} \log \frac{\beta^2}{\pi \gamma \sigma^2 h} \right)^{1/r} \right) < \log \log h^{-1}
\]
thus \( r(\gamma s_h)^r \) goes to infinity when \( h \to 0 \), uniformly with respect to the scale \( K_h \). The desired lower bound follows now from Theorem 5.

\[ \square \]
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