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1 Introduction

A *specification* on a product space of the form $E^{Z^d}$ is a family of probability kernels labelled by the finite subsets $\Lambda \subset Z^d$ satisfying the requirements of a consistent system of conditional probabilities. They are the central objects of mathematical statistical mechanics, see, for instance, Georgii (1988). In this paper we determine conditions that guarantee the (re)construction of a specification from single-site conditional probabilities (*singletons*). Such a scenario yields an interesting simplification of the theory of specifications, and sets it in a framework analogous to that of discrete-time stochastic processes, traditionally defined and characterized by properties of single-site transition probabilities.

The issue of singleton characterization of specifications stems already from Dobrushin’s (1968) seminal work. His remarks were taken up by Flood and Sullivan (1980) and lead to Theorem (1.33) in Georgii (1988). These references studied the reconstruction problem, namely how to recover a pre-existing specification starting from the singletons or from a subspecification. More recently, Dachian and Nahapetian (2001, 2004), and us (Fernández and Maillard, 2004) have addressed the more general construction problem under different hypotheses. Our present results extend those of these references. Moreover, our proof, while inspired from existing proofs, offers an alternative formulation that, we believe, clarifies the algebraic and measure-theoretical properties involved.

We work with general single-spin spaces and consider singletons that are absolutely continuous with respect to a pre-established product measure (*free measure*). This is the natural framework from the physical point of view. We demand two key conditions, besides the obvious finiteness and normalization requirements: (H1) some degree of non-nullness, and (H2) a compatibility condition. The former is the extension, to our framework, of Dachian and Nahapetian’s (2004) *very weak positivity*. An alternative form of non-nullness was demanded in our previous work (see the appendix in Fernández and Maillard, 2004). It is a strong form of non-nullness but allowing the existence of local exclusion rules (“grammars”). Condition (H2) is the adaptation, in the absence of strict positivity, of the compatibility identity (A.9) in Fernández and Maillard (2004). This is a partially integrated condition that, for finite spins, is probably weaker than the pointwise condition imposed by Dachian and Nahapetian (2004) (defining what they call *1-point specifications*).

Under these conditions we show (Theorem 4.1) that there exists a unique specification that is absolutely continuous with respect to the free measure and whose single-site probabilities coincide with the given singletons. The proof provides a recursive construction of this specification [formulas (4.5)–
Our scheme makes no use of the possible continuity of each singleton with respect to exterior configurations. As such, it is equally applicable to Gibbsian (Kozlov, 1974 and Sullivan, 1973) and non-Gibbsian (van Enter, Fernández and Sokal, 1993) theories. Nevertheless we determine a natural condition ensuring that the continuity of singletons lead to a continuous specification.

Perhaps the most important issue left open by our present result (as well as Dachian and Nahapetian’s, 2001 and 2004), is whether consistency with the full specification is equivalent to consistency with singletons. If this would hold we could, for instance, determine phase diagrams just by looking at singletons. Such an equivalence is true under strict positivity hypotheses (Fernández and Maillard, 2004). Without these hypotheses, our techniques can only characterize measures that are absolutely continuous with respect to the pre-defined free measure, a property that is generally false for measures consistent with the full specification. This leaves the interesting mathematical question of whether this lack of equivalence is just a technical limitation, or, on the contrary, there exist singletons satisfying our hypotheses that have more consistent measures than the full specification constructed in Theorem 4.1. More generally, one may wonder whether singletons in our framework could belong to specifications other than that of Theorem 4.1, that are singular with respect to the free measure.

2 Preliminaries

We consider a general measurable space \((E, \mathcal{E})\) and the product space \(\Omega = E^{\mathbb{Z}^d}\) for \(d \geq 1\) (configuration space), endowed with the product \(\sigma\)-algebra \(\mathcal{F} = \mathcal{E}^{\mathbb{Z}^d}\). Our notation will be fairly standard. Support sites will be indicated with subscripts, if different from the whole of \(\mathbb{Z}^d\). For example, if \(U \subset \mathbb{Z}^d\) we denote \(\Omega_U = E^U\) and \(\mathcal{F}_U\) the sub-\(\sigma\)-algebra of \(\mathcal{F}\) generated by the cylinders with base in \(\Omega_U\). Likewise \(\sigma \in \Omega, \sigma_\Lambda \in \Omega_\Lambda\). “Concatenated” configurations will be denoted as customary: If \(\Lambda, \Delta \subset \mathbb{Z}^d\) are disjoint, \(x_\Lambda \sigma_\Delta \in \Omega_{\Lambda \cup \Delta}\) is the configuration coinciding with \(x_\Lambda\) on \(\Lambda\) and with \(\sigma_\Delta\) on \(\Delta\), while \(x_\Lambda \sigma_\Delta \omega\) is the configuration in \(\Omega\) which in addition is equal to \(\omega\) on \((\Lambda \cup \Delta)^c\). One-site sets will be labelled just by the site, for instance we shall write \(\omega_i\) instead of \(\omega\{i\}\).

For each \(U \subset \mathbb{Z}^d\), its cardinal will be denoted \(|U|\), its indicator function \(1_U\) and the set of its finite subsets \(S(U)\). We shall abbreviate \(S = S(\mathbb{Z}^d)\). For \(\Lambda \subset \mathbb{Z}^d\) and \(i, j \in \Lambda\) we denote \(\Lambda^*_i \eqdef \Lambda \setminus \{i\}\) (\(|\Lambda| \geq 1\)) and \(\Lambda^*_{ij} \eqdef \Lambda \setminus \{i, j\}\) (\(|\Lambda| \geq 2\)). Throughout this paper we adopt the convention “\(1/\infty = 0\)”.

We recall that a measure kernel on \(\mathcal{F} \times \Omega\) is a map \(\gamma(\cdot | \cdot) : \mathcal{F} \times \Omega \to \mathbb{R}\) such that \(\gamma(\cdot | \omega)\) is a measure for each \(\omega \in \Omega\) while \(\gamma(\Lambda | \cdot)\) is \(\mathcal{F}\)-measurable.
for each event $A \in \mathcal{F}$. If each $\gamma(\cdot \mid \omega)$ is a probability measure the kernel is called a *probability kernel*. To obtain cleaner formulas we shall adopt operator-like notations to handle kernels. Thus, for kernels $\gamma$ and $\tilde{\gamma}$ and non-negative measurable functions $f$ and $\rho$, we shall denote:

- $\gamma(f)$ for the measurable function $\int f(\eta) \gamma(d\eta \mid \cdot)$.
- $\gamma \tilde{\gamma}$ for the composed kernel defined by $(\gamma \tilde{\gamma})(f) = \gamma(\tilde{\gamma}(f))$.
- $\rho \gamma$ for the product kernel defined by $(\rho \gamma)(f) = \gamma(\rho f)$.

The following is the only definition needed for this paper.

**Definition 2.1**

A *specification* on $(\Omega, \mathcal{F})$ is a family of probability kernels $\{\gamma_\Lambda\}_{\Lambda \in S}$ such that for all $\Lambda$ in $S$,

(a) $\gamma_\Lambda(A \mid \cdot) \in \mathcal{F}_\Lambda$ for each $A \in \mathcal{F}$.

(b) $\gamma_\Lambda(B \mid \omega) = 1_{B}(\omega)$ for each $B \in \mathcal{F}_\Lambda$ and $\omega \in \Omega$.

(c) For each $\Delta \in S$ with $\Delta \supseteq \Lambda$,

$$\gamma_\Delta \gamma_\Lambda = \gamma_\Delta. \quad (2.1)$$

The last property is called *consistency*. It is stronger than the *almost* consistency of the finite-volume conditional probabilities of a measure on $(\Omega, \mathcal{F})$. Without further requirements, this strengthening is usually illusory: If $(E, \mathcal{E})$ is a standard Borel space, each measure on $(\Omega, \mathcal{F})$ is consistent with some specification (Sokal, 1981). Matters become more delicate if in addition kernels are requested to be continuous with respect to their second variable, that is if the Feller property is imposed. Consistency with a continuous specification is the hallmark of Gibbsianness. See, for instance, van Enter, Maes and Shlosman (2000) for a survey of the different notions and issues arising when this continuity is absent.

### 3 Main hypotheses

Throughout this paper we fix a family $(\lambda^i)_{i \in \mathbb{Z}^d}$ of *a priori* probability measures on $(E, \mathcal{E})$. Its choice is in general canonically dictated by the structure of the single-spin space $E$. For instance, if $E$ admits some group structure
all $\lambda_i$ are chosen equal to the corresponding Haar measure (the “more symmetric” measure). For each $\Lambda \subset \mathbb{Z}^d$, let $\lambda^\Lambda \triangleq \bigotimes_{i \in \Lambda} \lambda^i$ (free measure on $\Lambda$) and $\lambda_\Lambda$ denote the kernel (free kernel on $\Lambda$) defined by

$$\lambda_\Lambda(h \mid \omega) = (\lambda^\Lambda \otimes \delta_{\omega_{\Lambda^c}})(h) = \int h(\sigma_\Lambda \omega) \lambda^\Lambda(d \sigma_\Lambda) \quad (3.1)$$

for every measurable function $h$ and configuration $\omega$.

The measures $\lambda_i$ are not required to be normalized or even finite. The lack of normalization is the only aspect that could prevent the family $(\lambda_\Lambda)_{\Lambda \in \mathcal{S}}$ from being a specification. Indeed, this family satisfies (a) and (b) of Definition 2.1 and, furthermore, the following factorization property:

$$\lambda_{\Lambda \cup \Delta} = \lambda_\Lambda \lambda_\Delta, \quad (3.2)$$

for each pair of disjoint sets $\Lambda, \Delta \subset \mathbb{Z}^d$. If the kernels are normalized, this is a strengthening of the consistency condition (c) above.

We shall construct specifications by multiplying each kernel $\lambda_\Lambda$ by a suitable measurable function $\rho_\Lambda$. Such kernels can be interpreted as dependent or interacting kernels. A family $(\rho_\Lambda)_{\Lambda \in \mathcal{S}}$ yielding an interacting kernel is called a $\lambda$-modification in Georgii’s (1988) treatise (see, specially, Section 1.3). If $E$ is countable and each $\lambda_i$ is (a multiple of) the counting measure, every specification is obtained in this form.

Our specifications will be built starting from a family of single-site kernels of the form $\rho_i \lambda_i$, $i \in \mathbb{Z}$. The following definitions state the crucial hypotheses granting the feasibility of our construction.

**Definition 3.3**

A family $\{\rho_i\}_{i \in \mathbb{Z}}$, of $\mathcal{F}$-measurable functions $\rho_i : \Omega \to [0, \infty[$ satisfies hypothesis (H1) if for each $\omega \in \Omega$, $j \in \mathbb{Z}^d$ and $V \in \mathcal{S}(\{j\}^c)$, there exists $x_j \in \Omega_j$ such that

$$\rho_j(x_j \sigma_V \omega) > 0, \quad \forall \sigma_V \in \Omega_V, \quad (3.4)$$

and, for every $i \in \mathbb{Z}^d : i \neq j$,

$$\inf \left\{ \lambda_i(\rho_i \rho_j^{-1})(x_j \sigma_V \omega) : \sigma_V \in \Omega_V \right\} > 0 \quad (3.5)$$

and

$$\sup \left\{ \lambda_i(\rho_i \rho_j^{-1})(x_j \sigma_V \omega) : \sigma_V \in \Omega_V \right\} < \infty. \quad (3.6)$$

We denote

$$b(j, V, \omega) \triangleq \left\{ x_j \in \Omega_j \text{ satisfying } (3.4)-(3.6) \right\} \quad (3.7)$$

and, for every $W \in \mathcal{S}(\Lambda^c)$,

$$b(\Lambda, W, \omega) \triangleq \left\{ x_\Lambda \in \Omega_\Lambda : x_j \in b(j, \Lambda_j^* \cup W, \omega) \text{ for every } j \in \Lambda \right\}. \quad (3.8)$$
If $E$ is finite, hypothesis (H1) is exactly the condition of very weak positivity introduced by Dachian and Nahapetian (2004). For the purpose of our construction, the sets $b(\Lambda, W, \omega)$ are the set of good (“bonnes”) configurations. The product structure of this set, embodied in definition (3.8) is essential for our procedure and prevents its immediate extension to other than product spaces.

**Definition 3.9**
A family $\{\rho_i\}_{i \in \mathbb{Z}^d}$ of $\mathcal{F}$-measurable functions $\rho_i : \Omega \to [0, \infty[\ satisfies hypothesis (H2) if for each $i, j$ in $\mathbb{Z}^d$ and $\omega \in \Omega$, the following is true:

(a) For each $x_i \in b(i, \{j\}, \omega)$ and $x_j \in b(j, \{i\}, \omega)$,

$$\frac{\rho_i(\omega) \rho_j(x_i \omega)}{\rho_i(x_i \omega) \lambda_j (\rho_j \rho_i^{-1}) (x_i \omega)} = \frac{\rho_j(\omega) \rho_i(x_j \omega)}{\rho_j(x_j \omega) \lambda_i (\rho_i \rho_j^{-1}) (x_j \omega)}.$$  \hspace{1cm} (3.10)

(b) The map $R^j_i : \Omega \longrightarrow [0, +\infty]$ defined by

$$R^j_i(\omega) = \left( \frac{\rho_i}{\rho_j} \times \lambda_j (\rho_j \rho_i^{-1}) \right) (x_j \omega)$$ \hspace{1cm} (3.11)

is independent of the choice of $x_i \in b(i, \{j\}, \omega)$ and hence defines a $\mathcal{F}_{\{i\}}$-measurable map.

Let us pause to discuss the meaning and motivation of these hypotheses. The conditions (3.4)–(3.6) in (H1) imply that the denominators in (3.10) and the numerator in (3.11) are neither zero nor infinity. The denominator can be zero in the latter, in which case $R^j_i(\omega) = \infty$.

As the reader will see, $R^j_i$ is what is needed to fulfill the identity

$$\rho_{\{i,j\}}(\omega) = \frac{\rho_j(\omega)}{R^j_i(\omega)}.$$ \hspace{1cm} (3.12)

Due to the $i \leftrightarrow j$ symmetry of the LHS, this identity must be accompanied by the consistency requirement

$$\rho_i(\omega) = \frac{\rho_j(\omega)}{R^j_i(\omega)}.$$ \hspace{1cm} (3.13)

Under strict positivity hypotheses, identity (3.12) holds with

$$R^j_i(\omega) = \lambda_i (\rho_i \rho_j^{-1}) (\omega),$$ \hspace{1cm} (3.14)

as exploited in Georgii (1988), Theorem (1.33), or in Fernández and Maillard (2004), Appendix. The consistency condition (3.13) is imposed as a further
hypothesis in the latter reference, while it is automatic in the former because the singletons are known to come from a specification in the first place. A look to our arguments in the aforementioned appendix convinced us that to extend them to weakly positive cases we should at least start from the following desideratum:

(i) Identities (3.12) and (3.13) must be true.

(ii) Definition (3.14) must be verified whenever the RHS is meaningful.

(iii) \( R^j_i \) must be \( \mathcal{F}_{\{i\}} \)-measurable [as in (3.14)].

The quantity \( \lambda_j \left( \rho_j \rho_i^{-1} \right) (\omega) \) is well defined whenever \( \omega_i = x_i \in b(i, \{j\}, \omega) \). In this case the validity of (3.13) and (iii) of the desideratum implies

\[
\frac{\rho_i(x_i\omega)}{R^j_i(\omega)} = \frac{\rho_j(x_i\omega)}{\lambda_j \left( \rho_j \rho_i^{-1} \right) (x_i\omega)}.
\]

(3.15)

This explains (3.11). With this definition of \( R^j_i \) (3.10) becomes identical to (3.13). Our theorem below shows that, in fact, the above desideratum is basically all that is needed to make a successful construction.

## 4 Main Result

**Theorem 4.1**

Let \( \{\rho_i\}_{i \in \mathbb{Z}^d} \) be a family of \( \mathcal{F} \)-measurable functions \( \rho_i : \Omega \to [0, \infty] \) satisfying:

(a) For every \( i \) in \( \mathbb{Z}^d \),

\[
\lambda_i(\rho_i | \omega) = 1,
\]

for all \( \omega \in \Omega \).

(b) Hypotheses (H1) and (H2).

Then there exists a family \( \{\rho_\Lambda\}_{\Lambda \in \mathcal{S}} \) of measurable functions \( \rho_\Lambda : \Omega \to [0, \infty] \), with \( \rho_{\{i\}} = \rho_i \), such that the family of kernels \( \{\rho_\Lambda \lambda_\Lambda\}_{\Lambda \in \mathcal{S}} \) is a specification. Furthermore:

(I) If

\[
\lambda^j \left( b(j, \Lambda^j, \omega) \right) > 0
\]

for each \( \omega \in \Omega, \Lambda \in \mathcal{S} \) and \( j \in \Lambda \), then there exists exactly one family \( \{\rho_\Lambda\}_{\Lambda \in \mathcal{S}} \) with the above property.
Suppose that $E$ is a topological space and $\mathcal{E}$ its borelian $\sigma$-algebra, and consider the product topology for $\Omega$. If the functions $\rho_i$ are sequentially continuous and for each $j \in \mathbb{Z}^d$ and $V \in \mathcal{S}(\{j\}^c)$ there exists $x_j \in \bigcap_\omega b(j, V, \omega)$ such that

$$
\int \sup_\omega \left[ (\rho_i \rho_j^{-1})(\sigma_i x_j \omega) \right] \lambda_i(\mathrm{d}\sigma_i) < \infty \quad (4.4)
$$

for all $i \in V$, then the functions $\rho_\Lambda$, $\Lambda \in \mathcal{S}$, are sequentially continuous.

Explicitly, the functions $\rho_\Lambda$ are recursively defined throughout the identity

$$
\rho_{\Theta \cup \Gamma}(\omega) = \frac{\rho_\Theta(\omega)}{R^{\Gamma}_{\Theta}(\omega)}, \quad (4.5)
$$

valid for every $\Theta \in \mathcal{S}$, $\Gamma \in \mathcal{S}(\Theta^c)$, $\omega \in \Omega$, where

$$
R^{\Gamma}_{\Theta}(\omega) = \left( \frac{\rho_\Theta}{\rho_{\Gamma}} \times \lambda_{\Gamma} \left( \rho_{\Gamma} \rho_{\Theta}^{-1} \right) \right)(x_{\Theta \omega}), \quad (4.6)
$$

is independent of the choice of $x_\Theta \in b(\Theta, \Gamma, \omega)$.

Remarks

4.7 In particular, if $x_\Theta \in b(\Theta, \Gamma, \omega)$, formulas (4.5)–(4.6) yield

$$
\rho_{\Theta \cup \Gamma}(x_{\Theta \omega}) = \frac{\rho_\Gamma(x_{\Theta \omega})}{\lambda_{\Gamma} \left( \rho_{\Gamma} \rho_{\Theta}^{-1} \right)(x_{\Theta \omega})}, \quad (4.8)
$$

a formula already present in Theorem (1.33) of Georgii (1988).

4.9 If $E$ is finite and each $\lambda_i$ is the counting measure our results coincide exactly with those of Dachian and Nahapetian (2004). In the strictly positive case (everybody is good) we recover the results of the appendix of Fernández and Maillard (2004).

4.10 If $E$ is compact, then usually the measures $\lambda_i$ are chosen to be bounded and so are the functions $\rho_i$. In such a situation the continuity of $\rho_\Lambda$ and $h$ implies the continuity of $(\rho_\Lambda \lambda_\Lambda)(h \mid \cdot)$ and the specification $\{\rho_\Lambda \lambda_\Lambda\}_{\Lambda \in \mathcal{S}}$ is a Feller specification. If $E$ is finite such specifications are also quasilocal. See van Enter, Fernández and Sokal (1993) for a survey of these notions and their relation to Gibbsianness.

As an illustration of our results, we present a family of singletons satisfying the hypotheses of Theorem 4.1 but not fitting any of the existing (re)construction schemes.
Example 4.11
Let $E = [0, 1]$ and $\mathcal{E}$ be its Borel $\sigma$-algebra. For each $i \in \mathbb{Z}$ we take $\lambda^i$ equal to the Lebesgue measure and define

$$
\rho_i(\omega) = \begin{cases} 
2\mathbb{1}_{[0,1/2]}(\omega) & \text{if } |\{j : \omega_j > 1/2\}| = \infty, \\
2\mathbb{1}_{[1/2,1]}(\omega) & \text{otherwise}.
\end{cases}
$$

Let us see that these functions satisfy the hypotheses of Theorem 4.1. The measurability of each $\rho_i$ and the normalization (4.2) are readily verified. We check (H1) and (H2) for $\omega$ such that $|\{j : \omega_j > 1/2\}| = \infty$, the complementary case is analogous. For such $\omega$ we see that for all $j \in \mathbb{Z}$ and $V \in \mathcal{S}(\{j\}^c)$:

(i) $\rho_j(\sigma_V \omega) > 0$ for all $\sigma_V \in \Omega_V$ if and only if $\omega_j \in [0, 1/2]$.

(ii) If $\omega_j \in [0, 1/2]$ then $\lambda_i(\rho_i \rho_j^{-1})(\sigma_V \omega) = 1/2$ for all $\sigma_V \in \Omega_V$.

It follows that (H1) is verified with $b(j, V, \omega) = [0, 1/2]$. Furthermore,

$$
R_i^j(\omega) = \begin{cases} 
1/2 & \text{if } \omega_j \in [0, 1/2] \\
\infty & \text{otherwise},
\end{cases}
$$

satisfying (H2)(b), and, if $x_i, x_j \in [0, 1/2]$,

$$
\frac{\rho_i(\omega) \rho_j(x_i \omega)}{\rho_i(x_i \omega) \lambda_j(\rho_j \rho_i^{-1})(x_i \omega)} = \frac{\rho_j(\omega) \rho_i(x_j \omega)}{\rho_j(x_j \omega) \lambda_i(\rho_i \rho_j^{-1})(x_j \omega)} = \begin{cases} 
4 & \text{if } \omega_i, \omega_j \in [0, 1/2] \\
0 & \text{otherwise},
\end{cases}
$$

in agreement with hypotheses (H2)(a).

5 Proof of the main result

The following lemma is the crucial ingredient of the proof of our theorem. It shows that the algorithm (4.5)–(4.6) recursively leads to multi-site generalizations of hypotheses (H1) and (H2).

Lemma 5.1
Let $\{\rho_i\}_{i \in \mathbb{Z}}$ be a family of $\mathcal{F}$-measurable functions $\rho_i : \Omega \to [0, \infty]$ satisfying hypotheses (H1) and (H2). Then

(1) The equations

$$
\rho_{\Lambda \cup \{i\}}(\omega) = \frac{\rho_{\Lambda}(\omega)}{R^i_{\Lambda}(\omega)},
$$

(5.2)
\[
R^i_\Lambda(\omega) = \left( \frac{\rho_\Lambda}{\rho_i} \times \lambda_i \left( \rho_i \rho_\Lambda^{-1} \right) \right) (x_\Lambda \omega), \quad (5.3)
\]

\(i \notin \Lambda\), recursively define for each \(\Lambda \in S\) measurable functions \(\rho_\Lambda : \Omega \to [0, +\infty]\) and \(R^i_\Lambda : \Omega \to [0, +\infty]\), the latter being independent of the choice of \(x_\Lambda \in b(\Lambda, \{i\}, \omega)\).

(2) The functions defined above satisfy that for each \(\omega \in \Omega\), \(V \in S(\Lambda^c)\), \(x_\Lambda \in b(\Lambda, V, \omega)\),

\[
\rho_\Lambda (x_\Lambda \sigma_V \omega) > 0 \quad \forall \sigma_V \in \Omega_V, \quad (5.4)
\]

and, for each \(j \in \Lambda\) and \(i \in \mathbb{Z}^d, i \neq j\),

\[
\inf \left\{ \lambda_i \left( \rho_i \rho_j^{-1} \lambda_j \left( \rho_j \rho_\Lambda^{-1} \right) \right) (x_\Lambda \sigma_V \omega) : \sigma_V \in \Omega_V \right\} > 0 \quad (5.5)
\]

and

\[
\sup \left\{ \lambda_i \left( \rho_i \rho_j^{-1} \lambda_j \left( \rho_j \rho_\Lambda^{-1} \right) \right) (x_\Lambda \sigma_V \omega) : \sigma_V \in \Omega_V \right\} < \infty, \quad (5.6)
\]

with the convention that \(\rho_\emptyset \equiv 1\).

(3) More generally,

\[
\rho_{\Theta \cup \Gamma}(\omega) = \frac{\rho_{\Theta}(\omega)}{R^\Gamma_{\Theta}(\omega)}, \quad (5.7)
\]

with

\[
R^\Gamma_{\Theta}(\omega) = \left( \frac{\rho_{\Theta}}{\rho_\Gamma} \times \lambda_\Gamma \left( \rho_\Gamma \rho_\Theta^{-1} \right) \right) (x_{\Theta} \omega), \quad (5.8)
\]

for each \(\Theta \in S, \Gamma \in S(\Theta^c)\) and \(\omega \in \Omega\). The RHS of (5.8) is independent of \(x_\Theta \in b(\Theta, \Gamma, \omega)\).

**Proof** We will prove the Lemma by induction over \(|\Lambda| \geq 1\). In (3) we assume \(\Theta \cup \Gamma = \Lambda \cup \{i\}\) for some \(i \not\in \Lambda\). Note that, in particular, (3) implies that the value of the functions \(\rho_\Lambda\) do not depend on the order in which the sites of \(\Lambda\) are swept during the recursive construction.

The initial inductive step is immediate: If \(\Lambda = \{j\}\), item (1) amounts to the identity (3.12) (with \(i \leftrightarrow j\)) and (5.3) is just the definition of \(R^i_\Lambda\). Item (2) coincides with hypothesis (H1) while item (3) is the identity (3.13) which remains valid even if some numerator is zero or some denominator is infinity.

Suppose now (1)–(3) valid for all finite subsets of \(\mathbb{Z}^d\) involving up to \(n\) sites. Consider \(\Lambda \in S\) of cardinality \(n + 1, i \not\in \Lambda\), \(V \in S\) with \(V \subset \Lambda^c\) and
some \( x_\Lambda \in b(\Lambda, V, \omega) \). We observe that, by the very definition of \( b(\Lambda, V, \omega) \) [see (3.8)],

\[
x_j \in b(j, \Lambda^*_j \cup \omega) \quad \text{and} \quad x_{\Lambda^*_j} \in b(\Lambda^*_j, V \cup \{j\}, \omega)
\]

(5.9)

for each site \( j \in \Lambda \). The leftmost statement implies, by hypothesis (H1), that

\[
\rho_j(x_j \sigma_{\Lambda^*_j \cup V} \omega) > 0, \quad \forall \sigma_{\Lambda^*_j \cup V} \in \Omega_{\Lambda^*_j \cup V},
\]

(5.10)

and, if \( i \neq j \),

\[
\inf \sup \left\{ \lambda_i \left( \rho_i \rho_j^{-1} \right) (x_j \sigma_{\Lambda^*_j \cup V} \omega) : \sigma_{\Lambda^*_j \cup V} \in \Omega_{\Lambda^*_j \cup V} \right\} > 0 \quad < \infty.
\]

(5.11)

On the other hand, the rightmost statement in (5.9) and the inductive hypothesis (2) imply that

\[
\inf \sup \left\{ \lambda_j \left( \rho_j \rho_{\Lambda^*_j}^{-1} \right) (x_{\Lambda^*_j} \sigma_{V \cup \{i\}} \omega) : \sigma_{V \cup \{i\}} \in \Omega_{V \cup \{i\}} \right\} > 0 \quad < \infty.
\]

(5.12)

**Proof of (2)** Combining (5.10) and (5.12) we see that the quotient

\[
\rho_{\Lambda}(x_{\Lambda} \sigma_{V} \omega) \triangleq \frac{\rho_j(x_{\Lambda} \sigma_{V} \omega)}{\lambda_j \left( \rho_j \rho_{\Lambda^*_j}^{-1} \right) (x_{\Lambda^*_j} \sigma_{V} \omega)}
\]

(5.13)

satisfies

\[
0 < \rho_{\Lambda}(x_{\Lambda} \sigma_{V} \omega) < \infty,
\]

(5.14)

while (5.10) and (5.12) imply that

\[
\inf \sup \left\{ \lambda_i \left( \rho_i \rho_j^{-1} \lambda_j (\rho_j \rho_{\Lambda^*_j}^{-1}) \right) (x_{\Lambda} \sigma_{V} \omega) : \sigma_{V} \in \Omega_{V} \right\} > 0 \quad < \infty.
\]

(5.15)

Together (5.13) and (5.15) yield

\[
\inf \sup \left\{ \lambda_i \left( \rho_i \rho_{\Lambda^*_i}^{-1} \right) (x_{\Lambda} \sigma_{V} \omega) : \sigma_{V} \in \Omega_{V} \right\} > 0 \quad < \infty.
\]

(5.16)

**Proof of (1)** We consider now \( V = \{i\} \) with \( i \notin \Lambda \). Inequalities (5.16) and the symmetry relation (5.14) imply that \( (\rho_{\Lambda} \lambda_i (\rho_{\Lambda}^{-1}) (x_{\Lambda} \sigma_{V} \omega) > 0 \) for all \( \sigma_i \in b(\Lambda, \{i\}, \omega) \) and thus it makes sense to define

\[
R_{\Lambda}^i(\omega) = \left( \frac{\rho_{\Lambda}}{\rho_i} \times \lambda_i \left( \rho_i \rho_{\Lambda}^{-1} \right) \right) (x_{\Lambda} \omega)
\]

(5.17)
which may be infinite but, due to \((5.14)\) and \((5.16)\), is never zero. We conclude that the function \(\rho_{\Lambda,\{i\}}\) defined by \((5.2)\) takes values on \([0,\infty[\). We must prove that definition \((5.17)\) is indeed independent of the choice of \(x_\Lambda \in b(\Lambda, \{i\}, \omega)\). We analyze first the case \(R^i_\Lambda(\omega) < \infty\). For each \(j \in \Lambda\) and each \(\sigma_i \in \Omega_i\) we have, by the inductive hypothesis \((1)\),

\[
\rho_\Lambda(x_\Lambda \sigma_i \omega) = \frac{\rho_j}{\lambda_j \left( \rho_j \rho^{-1}_{\Lambda,\{i\}} \right)} (x_\Lambda \sigma_i \omega).
\]

Furthermore, combining \((5.17)\) and \((5.18)\) we obtain

\[
R^i_\Lambda(\omega) = \left( \frac{\rho_j}{\rho_i \times \lambda_j \left( \rho_j \rho^{-1}_{\Lambda,\{i\}} \right)} \right) \times \lambda_i \left( \frac{\rho_i \times \lambda_j \left( \rho_j \rho^{-1}_{\Lambda,\{i\}} \right)}{\rho_j} \right) (x_\Lambda \omega).
\]

We now use \((3.13)\), namely \(\rho_i / R^i_\Lambda = \rho_j / R^j_\Lambda\), and make use of the \(\mathcal{F}_{\{i\}}\)-measurability of \(R^i_\Lambda\) to pass it through the \(\lambda_j\)-integration. We get

\[
R^i_\Lambda(\omega) = \left( \frac{R^i_j}{\lambda_j \left( \rho_j \rho^{-1}_{\Lambda,\{i\}} \right)} \right) \times \lambda_i \left( \frac{\lambda_j \left( \rho_j \rho^{-1}_{\Lambda,\{i\}} \right)}{R^i_j} \right) (x_\Lambda \omega)
\]

\[
= \left( \frac{R^i_j}{\lambda_j \left( \rho_j \rho^{-1}_{\Lambda,\{i\}} \right)} \right) \times \lambda_{\{i,j\}} \left( \rho_j \rho^{-1}_{\Lambda,\{i\}} \right) (x_\Lambda \omega).
\]

In the last equality we used the factorization property \((3.2)\) of the free kernel and the \(\mathcal{F}_{\{j\}}\)-measurability of \(R^j_\Lambda\). The final expression is manifestly independent of the actual value of \(x_j\). Since \(j\) is an arbitrary site of \(\Lambda\), we conclude that \(R^i_\Lambda\) is \(\mathcal{F}_{\Lambda}\)-measurable.

Let us turn now to the case \(R^i_\Lambda(\omega) = \infty\). This happens if, and only if, \(\rho_i(x_\Lambda \omega) = 0\). We must prove that, in this case, \(\rho_i(x_j x_{\Lambda} \omega) = 0\) for any \(j \in \Lambda\) and any \(x_j \in \Omega_j\) such that \(x_j x_{\Lambda} \omega \in b(\Lambda, \{i\}, \omega)\). But, by the definition of \(b(\Lambda, \{i\}, \omega)\), for every \(j \in \Lambda\)

\[
R^i_j(x_\Lambda \omega) < \infty \quad \text{and} \quad \rho_j(x_\Lambda \omega) > 0
\]

and

\[
R^i_j(x_j x_{\Lambda} \omega) < \infty \quad \text{and} \quad \rho_j(x_j x_{\Lambda} \omega) > 0.
\]

We can now establish the following chain of implications:

\[
\rho_i(x_\Lambda \omega) = 0 \quad \Longrightarrow \quad R^i_j(x_\Lambda \omega) = \infty
\]

\[
\Longrightarrow \quad R^i_j(x_j x_{\Lambda} \omega) = \infty \quad \Longrightarrow \quad \rho_i(x_j x_{\Lambda} \omega) = 0.
\]
The first implication results from \((5.21)\) and the symmetry relation \((3.13)\), the second one is a consequence of the \(F\{j\}\)-measurability of \(R^j\) and the last one follows from \((5.22)\) and \((3.13)\).

**Proof of (3)** We consider \(\Theta\) and \(\Gamma\) disjoint, non-empty, with \(|\Theta \cup \Gamma| = n + 1\), for \(n \geq 2\) (the case \(n = 1\) was analyzed at the beginning). We have to prove that if \(\Theta \cup \Gamma = \tilde{\Theta} \cup \tilde{\Gamma}\) with \(\tilde{\Theta}\) and \(\tilde{\Gamma}\) disjoint, then

\[
\frac{\rho_{\Theta}}{R^\Theta_{\tilde{\Theta}}} = \frac{\rho_{\tilde{\Theta}}}{R^\Gamma_{\tilde{\Gamma}}}. \tag{5.24}
\]

As the argument is symmetric in \(\Theta\) and \(\Gamma\) we can assume that \(|\Theta| \geq 2\), in which case, modulo iteration, it is enough to prove that for \(k \in \Theta\)

\[
\frac{\rho_{\Theta}}{R^\Theta_{\tilde{\Theta}}} = \frac{\rho_{\tilde{\Theta}*k}}{R^{\Gamma \cup \{k\}_{\tilde{\Theta}}}}. \tag{5.25}
\]

Let us fix some \(\omega \in \Omega\) and \(x_{\Theta} \in b(\Theta, \Gamma, \omega)\). The inductive definition \((5.7)–(5.8)\) immediately yields the identity

\[
\frac{\rho_{\Theta}(\omega)}{\rho_{\Theta}(x_{\Theta} \omega)} = \frac{\rho_{\Theta*_{k}}(\omega) \rho_{k}(x_{\Theta*_{k}} \omega)}{\rho_{\Theta*_{k}}(x_{\Theta*_{k}} \omega) \rho_{k}(x_{\Theta} \omega)}. \tag{5.26}
\]

In addition we need the following identity

\[
\lambda_{\Gamma} \left( \rho_{\Gamma} \rho_{\Theta}^{-1} \right) (x_{\Theta} \omega) = \lambda_{\Gamma} \left( \rho_{\Gamma} \rho_{k}^{-1} \right) (x_{\Theta} \omega) \lambda_{\Gamma \cup \{k\}} \left( \rho_{\Gamma \cup \{k\}} \rho_{k}^{-1} \right) (x_{\Theta*_{k}} \omega). \tag{5.27}
\]

This is proved as follows. We start from the relation

\[
(\rho_{\Gamma} \rho_{\Theta}^{-1})(x_{\Theta} \omega) = \left( \rho_{\Gamma} \rho_{k}^{-1} \lambda_{k} \left( \rho_{k} \rho_{\Theta}^{-1} \right) \right)(x_{\Theta} \omega) \tag{5.28}
\]

which is an immediate consequence of the inductive hypotheses \((5.7)–(5.8)\) [see \((4.8)\)]. As \(x_k \in b(k, \Gamma \cup \Theta^*_k, \omega)\), the LHS is well defined for every \(\omega_{\Gamma}\). We can, therefore, integrate both sides and conclude that

\[
\lambda_{\Gamma} \left( \rho_{\Gamma} \rho_{\Theta}^{-1} \right) (x_{\Theta} \omega) = \lambda_{\Gamma} \left( \rho_{\Gamma} \rho_{k}^{-1} \lambda_{k} \left( \rho_{k} \rho_{\Theta}^{-1} \right) \right)(x_{\Theta} \omega). \tag{5.29}
\]

Next we observe that

\[
\frac{\rho_{\Gamma}(x_{\Theta} \sigma_{\Gamma} \omega)}{\rho_{k}(x_{\Theta} \sigma_{\Gamma} \omega)} = \frac{\lambda_{\Gamma} \left( \rho_{\Gamma} \rho_{k}^{-1} \right)(x_{\Theta} \omega)}{R^\Gamma_{\Theta}(x_{\Theta} \sigma_{\Gamma} \omega)}. \tag{5.30}
\]
for all $\sigma_\Gamma \in \Omega_\Gamma$. Again, this is a consequence of the inductive validity of (5.7)–(5.8) which, in particular, also implies that if $x_\Theta \in b(\Theta, \Gamma, \omega)$,

$$R^k_\Gamma (x_\Theta \omega) = \lambda_\Gamma \left( \rho_\Gamma \rho_k^{-1} \right) (x_\Theta \omega). \quad (5.31)$$

To obtain (5.27) we must insert (5.30) into (5.29) and use that by (3.2)

$$\lambda_\Gamma \lambda_k = \lambda_{\Gamma \cup \{k\}}.$$

The combination of (5.26) and (5.27) yields, thanks to the inductive definition of $\rho_{\Gamma \cup \{k\}} (x_\Theta^* \omega)$,

$$\rho_\Theta \left( \frac{\rho_{\Theta^*} \left( \lambda_{\Gamma \cup \{k\}} \left( x_\Theta^* \omega \right) \right)}{\rho_{\Theta^*} \left( \lambda_{\Gamma \cup \{k\}} \left( x_\Theta^* \omega \right) \right)} \right) \left( \lambda_{\Gamma \cup \{k\}} \left( x_\Theta^* \omega \right) \right). \quad (5.32)$$

Due to the inductive definition (5.8) of $R_{\Theta^*}^{\Gamma \cup \{k\}}$, the RHS of (5.32) is precisely the RHS of (5.25). This concludes the proof of (3), at least when $R^\Gamma_{\Theta} (\omega) < \infty$.

But in fact the argument leading to identity (5.32) remains valid also when $R^\Gamma_{\Theta} (\omega)$ is infinite. In this case we have the following chain of implications:

$$R^\Gamma_{\Theta} (\omega) = \infty \implies \rho_{\Gamma \cup \{k\}} (x_\Theta^* \omega) = 0 \implies R_{\Theta^*}^{\Gamma \cup \{k\}} (\omega) = \infty. \quad (5.33)$$

The first implication is due to (5.32) while the second one follows from the inductive definition of $R_{\Theta^*}^{\Gamma \cup \{k\}}$. Display (5.33) proves (5.25) when $R^\Gamma_{\Theta} (\omega) = \infty$.

The proof that $R^\Gamma_{\Theta} (x_{\Theta \omega})$ is independent of $x_{\Theta \in b(\Theta, \Gamma, \omega)}$ is completely analogous to the preceding proof of (1). We leave to the reader the pleasure of obtaining a formula similar to (5.20) and a chain of implications similar to (5.23) but changing $\Lambda \rightarrow \Theta$ and $i \rightarrow \Gamma$. □

**Lemma 5.34**

Let $\{\gamma_{\Lambda}\}_{\Lambda \in \mathcal{S}}$ be a specification, then for each $\Lambda \in \mathcal{S}$, $\Gamma \in \mathcal{S}_{\Lambda^e}$ and bounded measurable functions $f, g$,

$$\gamma_{\Lambda \cup \Gamma} \left[ f \gamma_{\Lambda} (\gamma_{\Gamma} (g)) \right] = \gamma_{\Lambda \cup \Gamma} \left[ g \gamma_{\Gamma} (\gamma_{\Lambda} (f)) \right]. \quad (5.35)$$

**Proof** By the consistency of the specification and the $\mathcal{F}_{\Lambda^e}$-measurability of $\gamma_{\Lambda} (\gamma_{\Gamma} (g))$, we have

$$\gamma_{\Lambda \cup \Gamma} \left[ f \gamma_{\Lambda} (\gamma_{\Gamma} (g)) \right] = \gamma_{\Lambda \cup \Gamma} \left[ \gamma_{\Lambda} \left( f \gamma_{\Lambda} (\gamma_{\Gamma} (g)) \right) \right] = \gamma_{\Lambda \cup \Gamma} \left[ \gamma_{\Lambda} \left( f \gamma_{\Lambda} (\gamma_{\Gamma} (g)) \right) \right].$$
Similarly, the $\mathcal{F}_\Lambda$-measurability of $\gamma_\Lambda(f)$ and the consistency of the specification give

$$
\gamma_{\Lambda \cup \Gamma} \left[ \gamma_\Lambda(f) \gamma_{\Gamma} (g) \right] = \gamma_{\Lambda \cup \Gamma} \left[ \gamma_\Lambda (\gamma_\Lambda(f) \gamma_{\Gamma} (g)) \right] = \gamma_{\Lambda \cup \Gamma} [\gamma_\Lambda (f) \gamma_{\Gamma} (g)]
$$

Identity (5.35) follows from the $f \leftrightarrow g$ symmetry of the last expression. □

**Proof of Theorem 4.1**

We consider the functions $\rho_\Lambda$ constructed in the previous lemma. We will prove, by induction over $|\Lambda|$, where $\Lambda \in \mathcal{S}$, that

(P1) $\rho_\Lambda$ is normalized;

(P2) For each $\Gamma \subset \Lambda$ and bounded measurable function $h$

$$
\left( \rho_\Lambda \lambda_\Lambda \right) \left( (\rho_\Gamma \lambda_\Gamma) (h) \right) = (\rho_\Lambda \lambda_\Lambda)(h). \quad (5.38)
$$

(P3) If (4.3) holds, every specification in $\Lambda$ of the form $\{\tilde{\rho}_\Gamma \lambda_\Gamma : \Gamma \subset \Lambda\}$ such that

$$
\left( \tilde{\rho}_\Lambda \lambda_\Lambda \right) \left( (\rho_i \lambda_i) (h) \right) = (\tilde{\rho}_\Lambda \lambda_\Lambda)(h), \; \forall i \in \Lambda \quad (5.39)
$$
satisfies that, for each $\omega \in \Omega_\Lambda$,

$$
\tilde{\rho}_\Lambda (\xi_\Lambda \omega) = \rho_\Lambda (\xi_\Lambda \omega) \quad \text{for } \lambda^\Lambda\text{-a.a. } \xi_\Lambda \in \Omega_\Lambda. \quad (5.40)
$$

(P4) If all the functions $\rho_i$, $i \in \mathbb{Z}$, are continuous and (4.4) holds, then each function $\rho_\Lambda$ is continuous and for all $i \in \Lambda^c$ there exists $x_\Lambda \in \bigcap_\omega b(\Lambda, i, \omega)$ such that

$$
\int_{\omega} \sup \left( \rho_i \rho_\Lambda^{-1} \right) (\sigma_i; x_\Lambda \omega) \lambda^i(d\sigma_i) < \infty. \quad (5.41)
$$

The case $|\Lambda| = 1$ is straightforward: (P1) is just the singleton normalization (4.2), (P2) and (P3) are trivially true while (P4) is (4.4). We take now $\Lambda \in \mathcal{S}$ with $|\Lambda| \geq 2$ and assume that (P1)–(P4) are verified by all its non-trivial subsets.
**Proof of (P1)** Let $\omega \in \Omega$ and $k \in \Lambda$. By the factorization property (3.2) of $\lambda_{\Lambda}$ and the definition of $\rho_{\Lambda}$ we have that

$$
\lambda_{\Lambda}(\rho_{\Lambda})(\omega) = \lambda_{k}
\left(
\frac{
\mu_{\Lambda_{k}^{*}}

}{
R_{\Lambda_{k}^{*}}^{k}
}
\left(
\rho_{\Lambda_{k}^{*}}(\omega)
\right)
\right).
\tag{5.42}
$$

Therefore, by the $\mathcal{F}(\Lambda_{k}^{*})$-measurability of $R_{\Lambda_{k}^{*}}^{k}$ and the inductive normalization (P1),

$$
\lambda_{\Lambda}(\rho_{\Lambda})(\omega) = \lambda_{k}
\left(
\frac{
\mu_{\Lambda_{k}^{*}}

}{
R_{\Lambda_{k}^{*}}^{k}
}
\left(
\rho_{\Lambda_{k}^{*}}(\omega)
\right)
\right) = \lambda_{k}
\left(
\frac{1}{R_{\Lambda_{k}^{*}}^{k}}
\right)(\omega).
$$

Replacing

$$
R_{\Lambda_{k}^{*}}^{k}(\omega) = \left(
\frac{
\rho_{\Lambda_{k}^{*}}
}{
\rho_{k}
}
\lambda_{k}
\rho_{\Lambda_{k}^{*}}^{-1}
\right)(x_{\Lambda_{k}^{*}}^{*} \omega),
$$

for any $x_{\Lambda_{k}^{*}} \in b(\Lambda_{k}^{*}, \{k\}, \omega)$, we readily obtain $\lambda_{\Lambda}(\rho_{\Lambda})(\omega) = 1$.

**Proof of (P2)** It suffices to show that for some $i \in \Lambda$

$$
\left(
\rho_{\Lambda}
\lambda_{\Lambda}
\right)
\left(
\left(
\rho_{\Lambda_{i}^{*}}
\lambda_{\Lambda_{i}^{*}}
\right)
(h)
\right) = \left(
\rho_{\Lambda}
\lambda_{\Lambda}(h)
\right).
\tag{5.43}
$$

Indeed, such an identity combined with the inductive hypothesis (P2) yields that for $\Gamma$ strictly contained in $\Lambda$,

$$
\left(
\rho_{\Lambda}
\lambda_{\Lambda}
\right)
\left(
\left(
\rho_{\Gamma}
\lambda_{\Gamma}
\right)
(h)
\right) = \left(
\rho_{\Lambda}
\lambda_{\Lambda}
\right)
\left(
\left(
\rho_{\Lambda_{i}^{*}}
\lambda_{\Lambda_{i}^{*}}
\right)
\left(
\left(
\rho_{\Gamma}
\lambda_{\Gamma}
\right)
(h)
\right)
\right) = \left(
\rho_{\Lambda}
\lambda_{\Lambda}
\right)(h),
$$

as needed. To prove (5.43) we use the definitions of $\lambda_{\Lambda}$ and $\rho_{\Lambda}$ to write

$$
\left(
\rho_{\Lambda}
\lambda_{\Lambda}
\right)
\left(
\left(
\rho_{\Lambda_{i}^{*}}
\lambda_{\Lambda_{i}^{*}}
\right)
(h)
\right) = \lambda_{i}
\left(
\lambda_{\Lambda_{i}^{*}}
\left(
\frac{
\rho_{\Lambda_{i}^{*}}
}{
R_{\Lambda_{i}^{*}}^{k}
}
\lambda_{\Lambda_{i}^{*}}(\rho_{\Lambda_{i}^{*}} h)
\right)
\right).
\tag{5.45}
$$

Since $R_{\Lambda_{i}^{*}}^{k}$ is $\mathcal{F}_{\Lambda_{i}^{*}}$-measurable and $\lambda_{\Lambda_{i}^{*}} (\rho_{\Lambda_{i}^{*}}) = 1$ [inductive (P1)], it follows that

$$
\left(
\rho_{\Lambda}
\lambda_{\Lambda}
\right)
\left(
\left(
\rho_{\Lambda_{i}^{*}}
\lambda_{\Lambda_{i}^{*}}
\right)
(h)
\right) = \lambda_{i}
\left(
\lambda_{\Lambda_{i}^{*}}
\left(
\frac{
\rho_{\Lambda_{i}^{*}}
}{
R_{\Lambda_{i}^{*}}^{k}
}
\lambda_{\Lambda_{i}^{*}}(\rho_{\Lambda_{i}^{*}} h)
\right)
\right) = \left(
\rho_{\Lambda}
\lambda_{\Lambda}
\right)(h).
\tag{5.46}
$$
Proof of (P3) We pick \( k \in \Lambda \) and apply Lemma 5.34 to the specification \( \{ \tilde{\rho}_r \lambda_r : \Gamma \subset \Lambda \} \) for \( f \equiv \mathbb{1}_{A_\lambda} \) and \( g \equiv \mathbb{1}_{B_\lambda} \) with \( A_\lambda, B_\lambda \in \mathcal{F}_\Lambda \). We obtain
\[
\int \tilde{\rho}_{\lambda^*_k}(\xi_\lambda \omega) \tilde{\rho}_k(\xi_k x_{\lambda^*_k} \omega) \tilde{\rho}_\lambda(x_\lambda \omega) \mathbb{1}_{A_\lambda}(\xi_\lambda) \mathbb{1}_{B_\lambda}(x_\lambda) \lambda^\Lambda(d\xi_\lambda) \lambda^\Lambda(dx_\lambda) = \int \tilde{\rho}_k(x_\lambda \omega) \tilde{\rho}_{\lambda^*_k}(x_{\lambda^*_k} \xi_k \omega) \tilde{\rho}_\lambda(x_\lambda \omega) \mathbb{1}_{A_\lambda}(\xi_\lambda) \mathbb{1}_{B_\lambda}(x_\lambda) \lambda^\Lambda(dx_\lambda) \lambda^\Lambda(d\xi_\lambda),
\]
(5.47)
for every \( \omega \in \Omega_{\lambda^c} \). Each member of the preceding equality defines a probability measure over the product \( \sigma \)-algebra \( \mathcal{F}_\Lambda \otimes \mathcal{F}_\Lambda \). This \( \sigma \)-algebra is generated by the \( \pi \)-system, \( \{ A_\lambda \times B_\lambda : A_\lambda, B_\lambda \in \mathcal{F}_\Lambda \} \). As both sides coincide on this system, they must be equal as probability measures and, with the aid of the inductive hypothesis (P3) we conclude that
\[
\rho_{\lambda^*_k}(\xi_\lambda \omega) \rho_k(\xi_k x_{\lambda^*_k} \omega) \tilde{\rho}_\lambda(x_\lambda \omega) = \rho_k(x_\lambda \omega) \rho_{\lambda^*_k}(x_{\lambda^*_k} \xi_k \omega) \tilde{\rho}_\lambda(x_\lambda \omega),
\]
(5.48)
for \( \lambda^\Lambda \times \lambda^\Lambda \)-a.a. \( (\xi_\lambda, x_\lambda) \in \Omega_{\lambda^c} \times \Omega_\lambda \). Since by assumption each \( \lambda^j \) charges \( b(j, \Lambda^*_j, \omega) \), identity (5.48) must be verified for some choice of \( x_j \in b(j, \Lambda^*_j, \omega) \).

In this case the factors of \( \tilde{\rho}_\lambda \) in the RHS of (5.48) are non-zero and we can solve
\[
\tilde{\rho}_\lambda(x_\lambda \omega) = \frac{\rho_{\lambda^*_k}(\xi_\lambda \omega) \rho_k(\xi_k x_{\lambda^*_k} \omega) \tilde{\rho}_\lambda(x_\lambda \omega)}{\rho_k(x_\lambda \omega) \rho_{\lambda^*_k}(x_{\lambda^*_k} \xi_k \omega)}
\]
(5.49)
for \( \lambda^\Lambda \)-a.a. \( \xi_\lambda \in \Omega_\lambda \). If we integrate both sides with respect \( \lambda^\Lambda(\xi_\lambda) \), we get
\[
1 = \left( \lambda_\lambda(\tilde{\rho}_\lambda) \right)(\omega) = \tilde{\rho}_\lambda(x_\lambda \omega) \frac{\rho_k(x_\lambda \omega)}{\rho_k(x_\lambda \omega)} \lambda^\Lambda_k \left( \rho_k \rho_{\lambda^*_k}^{-1} \lambda_{\lambda^*_k}(\rho_{\lambda^*_k}) \right)(x_\lambda \omega).
\]
(5.50)
Since \( \lambda_{\lambda^*_k}(\rho_{\lambda^*_k}) \equiv 1 \), we obtain
\[
\tilde{\rho}_\lambda(x_\lambda \omega) = \frac{\rho_k(x_\lambda \omega)}{\lambda^\Lambda_k \left( \rho_k \rho_{\lambda^*_k}^{-1} \right)(x_\lambda \omega)} \rho_k(x_\lambda \omega).
\]
(5.51)
From (5.48) and (5.51), we conclude that each \( \tilde{\rho}_\lambda \) satisfying (5.39) is \( \lambda^\Lambda \)-a.s. uniquely determined. Since \( \rho_\Lambda \) itself satisfies (5.39), statement (5.40) follows.

Proof of (P4) We first remark that if \( V \subset \Lambda^c \) we can construct some \( x_\lambda \in \bigcap_\omega b(\Lambda, V, \omega) \) simply by choosing \( x_j \in \bigcap_\omega b(j, V \cup \Lambda^*_j, \omega) \) [see definition (5.8)]. Let \( k \in \Lambda \) and \( x_{\lambda^*_k} \in \bigcap_\omega b(\Lambda^*_k, k, \omega) \). The inductive hypotheses (P4) implies the continuity of the functions \( (\rho_k \rho_{\lambda^*_k})^{-1}(\sigma_k x_{\lambda^*_k} \omega) \) for each \( \sigma_k \in E \). These functions are uniformly bounded above by \( \sup_\omega \rho_k \rho_{\lambda^*_k}^{-1}(\sigma_k x_{\lambda^*_k} \omega) \) which —by
the inductive assumption (5.41)—is integrable with respect to $\lambda^k(d\sigma_k)$. The sequential continuity of the function $\lambda_k(\rho_k \rho_k^{-1})(x_{\Lambda_k^*} \cdot)$ follows, then, from the dominated convergence theorem. This function is strictly positive because of the choice of $x_{\Lambda_k^*}$. These continuity and non-nullness, plus the inductive continuity hypothesis, imply that

$$
\rho_{\Lambda} (\cdot) \triangleq \frac{\rho_{\Lambda_k^*} (\cdot) \rho_k (x_{\Lambda_k^*} \cdot)}{\rho_{\Lambda_k^*} (x_{\Lambda_k^*} \cdot) \lambda_k(\rho_k \rho_k^{-1})(x_{\Lambda_k^*} \cdot)}
$$

(5.52)
is a continuous function.

Finally we prove (5.41). The existence of some $x_{\Lambda} \in \bigcap_{\omega} b(\Lambda, i, \omega)$ yields the identity

$$
(\rho_i \rho_i^{-1})(\sigma_i x_{\Lambda} \omega) = (\rho_i \rho_i^{-1})(\sigma_i x_{\Lambda} \omega) \times \int (\rho_k \rho_k^{-1})(\sigma_k \sigma_i x_{\Lambda} \omega) \lambda^k(d\sigma_k),
$$

(5.53)
valid for all $\omega \in \Omega_{(\Lambda \cup \{i\})^c}$, each $k \in \Lambda$ and each $\sigma_i \in \Omega_i$. We take supremum over $\omega$ and integrate with respect to $\lambda^i$ to obtain

$$
\int \sup_{\omega} (\rho_i \rho_i^{-1})(\sigma_i x_{\Lambda} \omega) \lambda^i(d\sigma_i)
\leq \int \sup_{\omega} (\rho_k \rho_k^{-1})(\sigma_i x_{\Lambda} \omega) \lambda^i(d\sigma_i) \times \int \sup_{\omega} (\rho_k \rho_k^{-1})(\sigma_k x_{\Lambda_k^*} \omega) \lambda^k(d\sigma_k).
$$

(5.54)

Both integrals in the RHS are finite by the inductive assumption (P4).
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