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Abstract

We use the lace expansion to prove asymptotic formulae for the Fourier transforms of the r-point
functions for a spread-out model of critically weighted lattice trees in Z¢ for d > 8. When the model is
formulated appropriately as a measure-valued process, our results together with the appropriate limiting
behaviour for the survival probability, imply convergence to the canonical measure of super-Brownian
motion in the sense of finite-dimensional distributions.
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1 Introduction

A lattice tree in Z% is a finite connected set of bonds containing no cycles (see Figure 1). Lattice trees
are an important model for branched polymers. They are of interest in statistical physics, and perhaps
combinatorics and graph theory. We expect that our results are also appealing to probabilists, since the model
can be described as a non-Markovian measure-valued process which, when critically weighted, converges (in
dimensions d > 8) to a well known measure-valued Markov process in the scaling limit.

Lattice trees are self-avoiding objects by definition (since they contain no cycles). It is plausible that the
self-avoidance constraint imposed by the model becomes less important as the dimension increases. Lubensky
and Isaacson [24] proposed d. = 8 as the critical dimension for lattice trees and animals, at which various
critical exponents cease to depend on the dimension and take on their mean-field values (with log corrections
when d = 8). Macroscopic properties of the model should be similar to a simpler model, called branching
random walk, that does not have the self-avoidance constraint. A good source of information on critical
exponents for lattice trees (self-avoiding branched polymers) is [8]. There are few rigorous results for lattice
trees for 1 < d < 8. The scaling limit of the model in 2 dimensions is not expected to be conformally
invariant, so that the class of processes called Stochastic Loewner Evolution (SLE) (see for example [29]) is
not a suitable candidate for the scaling limit. Brydges and Imbrie [3] used a dimensional reduction approach
to obtain strong results for a continuum (i.e. not lattice based) model for d = 2, 3. Appealing to universality,
we would expect lattice trees to have the same critical exponents as the Brydges and Imbrie model.

In high dimensions much more is known. Tasaki and Hara [28] showed in the context of lattice animals
that the finiteness of the square diagram 3_, . pp.(¥)pp.(y — ©)pp.(2 — y)pp.(2) implies mean-field critical
behaviour for the susceptibility x(p) = . pp(x). The same methods and results apply to lattice trees,
with pp(z) to be defined shortly. Hara and Slade [10], [11] proved the finiteness of the square diagram for
sufficiently spread-out lattice trees (and animals) for d > 8, and for the nearest neighbour model for d > 8,
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Figure 1: A nearest neighbour lattice tree in 2 dimensions.

as well as the mean-field critical behaviour of various quantities. Derbez and Slade [6] studied a different but
related scaling limit to that which we will consider here. They also obtained results for the Fourier transforms
of the two-point and three-point functions. Hara, van der Hofstad, and Slade [9] showed mean-field behaviour
of the unrestricted two-point function for a sufficiently spread out model when d > 8.

Results of Hara and Slade (see for example [25]) show that for d > 4, self-avoiding walk (SAW) converges
to Brownian motion in the scaling limit. This is achieved by proving convergence of the finite-dimensional
distributions and tightness. In this case tightness follows from a negative correlation property of the model.
Note that, almost surely, Brownian motion paths have Hausdorff dimension 2 A d and are self-avoiding in 4
or more dimensions.

With appropriate scaling of space, time, and mass, critical branching random walk converges weakly
to super-Brownian motion (see for example [26]). One version of this statement is that p, == Ny, where
pin € Mp(D(Mp(R%)) is an appropriate scaling of the law of the correspondingly scaled branching random
walk, and Ny is a sigma-finite measure on the space D(Mp(R?)) of cadlag measure-valued paths, called
the canonical measure of super-Brownian motion (CSBM). Tightness of the measures p, can be verified
using martingale or other methods. Denote by X; a measure-valued path with law Ny. The supports of
the measures Y}, ;| = ftzl Xods and Yy, 4, = ftt; X,ds have no intersection in dimensions d > 8 if t5 > #;
(No-almost everywhere) [5]. This is the appropriate way to say that SBM is self-avoiding for d > 8. We might
expect that critical lattice trees (described as a measure-valued process with appropriate scaling) converge
weakly to CSBM in the same sense as branching random walk, for d > 8. Studying a different but related
limit conjectured by Aldous [2], it was shown in [6] that sufficiently spread out lattice trees in dimensions
d > 8 converge to integrated super-Brownian excursion (ISE) as the total size of the tree goes to infinity.
ISE is a probability measure on probability measures on R?, i.e. 7T € M, (M1 (Rd)) which describes the
distribution of the total mass of CSBM (conditioned to be 1). ISE contains no information about time
evolution, however some results concerning ancestry were also proved in [6].

In this paper we prove asymptotic formulae for the Fourier transforms of quantities called the r-point
functions, for critical sufficiently spread-out lattice trees in dimensions d > 8. Holmes and Perkins [21] prove
that these formulae, together with an appropriate asymptotic formula for the survival probability imply
convergence of the model to CSBM in the sense of finite-dimensional distributions. Similar results have been
obtained for critical spread-out models of oriented percolation [16], [12], [13] and the contact process [17],
[18] above their critical dimension. Tightness and the asymptotics of the survival probability remain open
problems.

1.1 The model

We proceed to define the quantities of interest. We restrict ourselves to the vertex set of Z¢9.

Definition 1.1.
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Figure 2: A nearest neighbour lattice tree in 2 dimensions. The backbone from z to y of length n = 17 is
highlighted in the second figure.

1. A bond is an unordered pair of distinct vertices in the lattice.
2. A cycle is a set of distinct bonds {vive, vovs, ..., v_1v, viv1 }, for some l > 3.

3. A lattice tree is a finite set of vertices and lattice bonds connecting those vertices, that contains no
cycles. This includes the single vertex lattice tree that contains no bonds.

4. Letr > 2 and let x;, i € {1,...,7} be vertices in a lattice tree T. Since T contains no cycles, there
exists a minimal connected subtree containing all the x;, called the skeleton connecting the x;. If r =2
we often refer to the skeleton conmecting x1 to xo as the backbone.

Remark 1.2. The nearest-neighbour model consists of nearest neighbour bonds {x1,zo} with x1,x9 € 7% and
|z1 — z2| = 1. Figures 1 and 2 show examples of nearest-neighbour lattice trees in 72

We use Z4 to denote the nonnegative integers {0,1,2,...}.
Definition 1.3.

1. Forz € Z% let T, = {T : * € T}. Note that this set always includes the single vertex lattice tree,
T = {x} that contains no bonds. We also let T,(x) = {T € T, : v € T'}, and often write T (x) for T,(x),
the set of lattice trees containing the vertices o and x.

2. ForT €1, we let T; be the set of vertices x € T such that the backbone from o to x consists of i bonds.
In particular for T € T, we have T, = {o}. A tree T € 7T, is said to survive until time n if T, # (.

3. For x = (x1,...,2,—1) € 71 gnd @i € Zfr_l we we write X € T if x; € T, for each i and define
Tﬁ(f() = {T el,:x¢e Tﬁ}.

If we think of T' € 7, as the path taken by a migrating population in discrete time, then T; can be thought
of as the set of locations of particles alive at time i. Figure 3 identifies the set T1g for a fixed T. Similarly
7Ta(X) can be thought of as the set of trees for which there is a particle at x; alive at time n; for each 7.

In order to provide a small parameter needed for convergence of the lace expansion, we consider trees
consisting of bonds connecting vertices separated by distance at most L for some L > 1. Each bond is
weighted according to a function D, supported on [—L, L]¢ with total mass 1. The methods and results in
this paper rely heavily on the main results of [9] and [15]. Since the assumptions on the model are stronger
in [9], we adopt the finite range L, D spread out model of that paper. The following definition and the
subsequent remark are taken, almost verbatim from [9].
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Figure 3: A nearest neighbour lattice tree 7' in 2 dimensions with the set T; for ¢ = 10.

Definition 1.4. Let h be a non-negative bounded function on R® which is piecewise continuous, symmetric

under the Z%-symmetries of reflection in coordinate hyperplanes and rotation by T, supported in [—1, 14, and

normalised (f[_l 1) h(z)d%x = 1). Then for large L we define
hz/L)

2 eeza (/L)

Remark 1.5. Since Y, .ya h(z/L) ~ L% using a Riemann sum approzimation to f[—l 14 h(z)d%z, the as-

D(x) = (1.1)

sumption that L is large ensures that the denominator of (1.1) is non-zero. Since h is bounded, Y ya h(x/L) ~
L% also implies that

C

We define 0® = > _|z[*D(x). The sum >__ |x|"D(x) can be regarded as a Riemann sum and is asymptotic

to a multiple of L" for r > 0. In particular o and L are comparable. A basic example obeying the conditions
of Definition 1.4 is given by the function h(x) = Q*dI[_M]d(x) for which D(z) = (2L +1)™¢ Ii_ 1 1jenza ().

Definition 1.6 (L, D spread out lattice trees). Let Qp = {x € Z%: D(z) > 0}. We define an L, D spread
out lattice tree to be a lattice tree consisting of bonds {x,y} such that y —x € Qp.

The results of this paper are for L, D spread out lattice trees in dimensions d > 8. Appealing to the
hypothesis of universality, we expect that the results also hold for nearest-neighbour lattice trees. However
from this point on, unless otherwise stated, “lattice trees” and related terminology refers to L, D spread out
lattice trees.

Definition 1.7 (Weight of a tree). Given a finite set of bonds B and a nonnegative parameter p, we define
the weight of B to be

W,n(B)= ][] »Dy-x),
{z,y}eB

with Wy, p(0) = 1. If T is a lattice tree we define
Wy.p(T) = Wp,p(Br),
where By is the set of bonds of T'.

Definition 1.8 (p(z)). Let



Clearly we have p,(0) > 1 for all L,p since the single vertex lattice tree {o} contains no bonds and
therefore has weight 1. A standard subadditivity argument [23] shows that there is a finite, positive p. at
which " pp(x) converges for p < p. and diverges for p > p.. Hara, van der Hofstad and Slade [9] proved the
following Theorem, in which O(y) denotes a quantity that is bounded in absolute value by a constant times
Y.

Theorem 1.9. Let d > 8 and fix v > 0. There ervists a constant A (depending on d and L) and an Ly
(depending on d and v) such that for L > Ly,

,(d—8)A2 12
L O v @ +O<W> : (1.2)

Constants in the error terms are uniform in both x and L, and A is bounded above uniformly in L.

Pp.(T) = W

We henceforth take our trees at criticality and write

W()=Wp.n(:), and p(z) = pp.(2). (1.3)
It was also shown in [9] that p.p(0) <14 O (L?*") and

plz) < C (Ixo s (fj@ 5 d_2> : (1.4)

where the constants in the above statements depend on v and d, but not L.

1.2 The r-point functions

In this section we define the main quantities of interest in this paper, the r-point functions, and state the
main results.

Definition 1.10 (2-point function). For ( >0, n € N, and x € R? we define,

ta(:¢) =" Y W(T). (1.5)

TeTn ()
We also define t,(x) = tp(x;1).

Definition 1.11 (Fourier Transform). Given an absolutely summable function f : 7= R, we let
~ . r—1
fR) =20 e, et =1 ki'%i £(E) denote the Fourier transform of f (kj € [-m, 7).

In [15] the authors show that if a recursion relation of the form

n+1
For1(k;2) = gm(k; 2) fag1-m(k; 2) + ena (k; 2) (1.6)

m=1

holds, and certain assumptions .S, D, F, and G on the functions f,, ge and eq hold, then there exists a critical
value z. of z such that f,(k,z.) (appropriately scaled) converges (up to a constant factor) to the Fourier
transform of the Gaussian density as n — oo. In [14] this result is extended by generalizing assumptions E
and G according to a parameter 6 > 2, where the special case § = d/2 with d > 4 is that which is proved in
[15]. In Section 3.1 we show that %, (k;¢) obeys the recursion relation

n+1
tna1(k:Q) = ) Fon1 (k; O)CpeD (k)b s 1-m (k3 €) + Fna (),
m=1



where 7,,(2z;() is a function that is defined in Section 3.1. After massaging this relation somewhat, the
important ingredients in verifying assumptions E and G for our lattice trees model are bounds on 7, using
information about p(z) and #(k; ¢) for I < m. The quantities 7,,_; (k; ¢) are reformulated using a technique
known as the lace expansion, which is discussed in Section 2 and ultimately reduces the problem to one of
studying certain Feynman diagrams. As in some of the references already discussed, the critical dimension
d. = 8 appears in this analysis as the dimension above which the square diagram

pM(0) =D p(a)ply — x)p(z - y)p(2)

x?sz

converges.

The parameter ¢ appears in (1.10) as an additional weight on bonds in the backbone of trees T' € 7, ().
Those trees are already critically weighted by p. (a weight present on every bond in the tree) as described by
Definition 1.7 and (1.3) and exhibit mean-field behaviour in the form of Theorem 1.9. One might therefore
expect a Gaussian limit for ¢, with ¢ = 1. The following theorem is proved using the induction approach
of [14], together with a short argument showing that the critical value of ¢ obtained from the induction is
=1

Theorem 1.12. Fiz d > 8, ¢t > 0, v € (0,1 A %52) and § € (0,(1 A %5B) — 7). There ezists a positive
Lo = Lo(d) such that: For every L > L there exist positive A and v depending on d and L such that

~ k Loy Lk k22 1
thtJ( TO’ZTL)_AG 2d —|—(’)<n + O 5 + 0 7(7%\/1)% ,

with the error estimate uniform in {k € R%: |k|* < Ct~'log(|nt| vV 1)}, where C = C(v) and the constants
in the second and third error terms may depend on L.

More generally, we consider lattice trees containing the origin and r» — 1 other fixed points at fixed times.

Definition 1.13 (r-point function). For >3, i € N'~! and % € RU"1 we define

thE) = > W(T). (1.7)

TeTa (5{)

To state a version of Theorem 1.12 for r-point functions for > 3 we need the notion of shapes, which
are abstract (partially labelled) sets of vertices and edges connecting those vertices, with special binary tree
topologies.

The degree of a vertex v is the number of edges incident to v. Vertices of degree 1 are called leaves.
Vertices of degree > 3 are called branch points. There is a unique shape for r = 2 consisting of 2 vertices
(labelled 0, 1) connected by a single edge. The vertex labelled 0 is called the root. For r > 3 we have
H§:3(2j —5) r-shapes obtained by adding a vertex to any of the 2(r — 1) — 3 edges of each (r — 1)-shape, and
a new edge to that vertex. The leaf of this new edge is labelled r — 1. Each r-shape has 2r — 3 edges, labelled
in a fixed but arbitrary manner as 1,...,2r — 3. This is illustrated in figure 4 which shows the shapes for
r = 2,3,4. Let X, denote the set of r-shapes. By convention, the edges in a € ¥, are directed away from
the root. By construction each r-shape has » — 2 branch points, each of degree 3.

Given a shape o € 3, and k € RO~V we define #(a) € R34 a5 follows. For each leaf j in a (other
than 0) we let E; be the set of edges in « of the unique path in o from 0 to j. For i =1,...,2r —3, we define

r—1
ki) = kiljen,)- (1.8)
=1
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Figure 4: The unique shape «(r) for r = 2,3 and the 3 shapes for r = 4.

Next, given v and s € R(% %) we define S(a) € RS:*U by

gjla) = Z sy

lEEj

Finally we define
Ri(a) ={5:¢(a) = t}.

This is an r — 2-dimensional subset of R(% 3)

For r = 3 we simply have
Ri(a) = {(s,t1 — s,ta — s) : s € [0, t1 A ta]}.
It is known [1] that for r > 2, 0 <t <ty--- < t,_1 and ¢y(z) = ¥,
r—1 2
KZZ «@ Sl
[T % n)| = 3 / -G g, 19)
j=1 aex, I Rile) 1=y

where Xy(¢) = [ ¢(2)X;(dz), and Ey denotes integration with respect to the sigma-finite measure Ny. For

r = 3 this reduces to Ap , ,
1/At2 (k1+k9)2s  ki(t;—s) k3 (tg—s)
/ e~ 2d e 2d e 24 ds. (1.10)
0

Theorem 1.14. Fiz d > 8, and 6 € (0, (1 A 458)). There exists Ly = Lo(d) > 1 such that: for each L > Ly
there exists V =V (d, L) > 0 such that for every t € (0,00)" =D, r >3, K >0, and HEHOO <K,

~ 2r—3
ar k r—2y,r—2 A2r—3 § l(a) =/

aEEr
where the constant in the error term depends on t,K,5 and L.

Theorem 1.14 is proved in Section 4 using a version of the lace expansion on a tree of [19]. The proof
proceeds by induction on r, with Theorem 1.12 as the initializing case. Lattice trees T' € 75 (X) can be classi-
fied according to their skeleton (recall Definition 1.1). Such trees typically have a skeleton with the topology
of some a € ¥, and the lace expansion and induction hypothesis combine to give the main contribution to
(1.11). The relatively few trees that do not have the topology of any « € 3, are considered separately and
are shown to contribute only to the error term of (1.11).

1.3 A measure-valued process

Let Mp(R?) denote the space of finite measures on R? with the weak topology and B(D) denote the Borel
o-algebra on D. For each i,n € N and each lattice tree T, we define a finite measure X Z € Mp(R%) by

n

1
nT
X = v, > b (1.12)
z:VvolnzeT;



where 6,(B) = I,cp for all B € B(RY). Figure 3 shows a fixed tree T and the set T} for i = 10. For this 7T,
the measure X?d:—l assigns mass (V A%n)~! to each vertex in the set Tjo/Vvo?n = {z : Vvoinz € Tio}. We
extend this definition to all t € RT by
T T
X=X,

so that for fixed n and T, we have {X[" };50 € D(Mp(R?)).
Next we must decide what we mean by a “random tree”. We define a probability measure P on the
countable set 7, by P({T}) = p(0) "W (T), so that

P(B) = M, B CT,. (1.13)
p(0)
Lastly we define the measures p,, € Mp(D(Mp(R))) by
pn(H) = V Ap(o)nP ({T XY ep, € H}) . H e B(D(Mp(RY)). (1.14)

The constants in the definition of j,, have been chosen because of (1.9), (1.11) and the relationship

T o = VAp(o)n - i
E,un jI;IIth(d)kj) :VA/)(O)TLE[P jl;[lthT((Z)kj) :thﬂ \/ﬁ . (1_15)

Given a measure-valued path X = {X;}>0 let S(X) = inf{t > 0: X;(1) = 0} denote the extinction time
of the path. It is known [21] that convergence of i, to Ny in the sense of finite-dimensional distributions for
dimensions d > 8 follows from Theorems 1.12 and 1.14 together with the conjectured result for the survival
probability p,(S > €) — No(S > €). It is also known [21] that Theorems 1.12 and 1.14 imply the following
Theorem, in which {X}'} denotes a process chosen according to the finite measure ju,, and {X;} denotes
super-Brownian excursion, i.e. a measure-valued path chosen according to the o-finite measure Ny. We
also use D to denote the set of discontinuities of a function F. A function Q : Mp(R%)™ — R is called a
multinomial if Q(X) is a real multinomial in {X1(1),..., X,,(1)}. A function F : Mp(RY)™ — C is said to
be bounded by a multinomial if there exists a multinomial @ such that |F| < Q.

Theorem 1.15. There exists Lo > 1 such that for every L > Lg, with u, defined by (1.14) the following
hold:

For every s,\ >0, m > 1, t € [0,00)™ and every F : Mp(R*)™ — C bounded by a multinomial and such
that No(X;E Dr) =0,

E,, [F(X’;)Xg(l)} — Ex, [F(X;)Xsu)} . and (1.16)
Eu, [F(X’S)I{Xg(l)»}] — En, [F( _’F)I{Xs(l)>)\}} : (1.17)

The factors in Theorem 1.15 involving the total mass at time s, are essentially two ways of ensuring that
our convergence statements are about finite measures. In particular these factors ensure that there is no
contribution from paths with arbitrarily small lifetime.

The remainder of this paper is organized as follows. In Section 2 we explain the lace construction that
will be used in bounding diagrams arising from the lace expansion. We apply the lace expansion to prove
Theorems 1.12 and 1.14 in Sections 3 and 4, assuming certain diagrammatic bounds. These bounds are
proved in Sections 5 and 6 respectively.



Figure 5: A shape a € ¥, for r = 4 with fixed branch labellings, followed by a graph I on N (o, (2,4,3,1,1)),
and the subnetwork Ay(T").

2 The lace expansion

The lace expansion was introduced in [4] for weakly self-avoiding walk, and was applied to lattice trees in
[10, 11, 6, 9]. It has also been applied to various other models such as strictly self-avoiding walk, oriented
and unoriented percolation, the contact process, and most recently the Ising model [27]. The lace expansion
on a tree was introduced and applied to networks of mutually avoiding SAW joined with the topology of
a tree in [19]. It was subsequently used to study networks with arbitrary topology [20]. In this section
we closely follow [19] although we require modifications to the definitions of connected graphs and laces to
suit the lattice trees setting. In Section 2.1 we introduce our terminology and define and construct laces
on star-shaped networks of degree 1 or 3. In Section 2.3 we analyse products of the form [] . [1 + Us]
and perform the lace expansion in a general setting. Such products will appear in formulas for the r-point
functions in Sections 3 and 4.

2.1 Graphs and Laces

Given a shape a € ¥, and 71 € N*"~3 we define N' = N(a, 7) to be the skeleton network formed by inserting
n; — 1 vertices into edge ¢ of o, i = 1,...,2r — 3. Thus edge 7 in o becomes a path consisting of n; edges in
N.

A subnetwork M C N is a subset of the vertices and edges of N such that if uv is an edge in M then
u and v are vertices in M. Fix a connected subnetwork M C N. The degree of a vertex v in M is the
number of edges in M incident to v. A vertex of M is a leaf (resp. branch point) of M if it is of degree 1
(resp. 3) in M. A path in M is any connected subnetwork M; C M such that M;j has no branch points.
A branch of M is a path of M containing at least two vertices, whose two endvertices are either leaves or
branch points of M, and whose interior vertices (if they exist) are not leaves or branch points of M. Note
that if o’ € My C M is a branch point of M then it is also a branch point of M. Similarly if v € My C M
is a leaf of M then it is also a leaf of M;. The reverse implications need not hold in general. Two vertices
s,t are branch neighbours in M if there exists some branch in M of which s, ¢ are the two endvertices (this
forces s and t to be of degree 1 or 3). Two vertices s,t of M are said to be adjacent if there is an edge in M
that is incident to both s and t.

For r > 3, let b denote the unique branch neighbour of the root in N. If r = 2, let b be one of the leaves
of N. Without loss of generality we assume that the edge in o (and hence the branch in N') containing the
root is labelled 1 and we assume that the other two branches incident to b are labelled 2,3. Vertices in N
may be relabelled according to branch and distance along the branch, with branches oriented away from the
root. For example the vertices on branch 1 from the root 0 to the branch point b neighbouring the root (or
leaf to leaf if r = 2) would be labelled 0 = (1,0), (1,1),...,(1,n1) = b.

Examples illustrating some of the following definitions appear in Figures 5-6.

Definition 2.1. Let M C N.



Figure 6: A graph I' € G(N) that contains a bond in R.

1. A bond is a pair {s,t} of vertices in M with the vertex labelling inherited from N. Let Exq denote
the set of bonds of M. The set of edges and vertices of the unique minimal path in M joining (and
including) s and t is denoted by [s,t]. The bond {s,t} is said to cover [s,t]. We often abuse the notation
and write st for {s,t}.

2. A graph on M is a set of bonds. Let Grq denote the set of graphs on M. The graph containing no
bonds will be denoted by (.

3. Let R = Ra denote the set of bonds which cover more than one branch point of M (see Figure
6). If r < 3 then R = () since in this case M C N cannot have more than one branch point. Let
QX/[R ={T € Gr : TNRA =0}, i.e. the set of graphs on M containing no bonds in R.

4. A graph T € Goq is a connected graph on M if Uger[s, t] = M (i.e. if every edge of M is covered by
some st € I'). Let G§* denote the set of connected graphs on M, and Q/TAR’CO” =g n Q’XAR.

5. A connected graph I' € G is said to be minimal or minimally connected if the removal of any of its
con

bonds results in a graph that is not connected (i.e. for every st € T', '\ st ¢ GY
6. GivenI' € Grg and a subnetwork A C M we define |4 = {st €T : s,t € A}.

7. Given a vertexv € M and T’ € Gy we let Ay (T) be the largest connected subnetwork A of M containing
v such that T'|4 is a connected graph on A. In particular A,(0) = v. Note that if Ay and Ag are
connected subnetworks of M containing v such that I'| 4, is a connected graph on A;, then A1 U Ay also
has this property.

8. Let Sf{/ be the set of graphs I' € QX[R such that Ay(T) contains a vertex adjacent to some branch point
b # b of N. Note that this set is empty if r < 3, since then N contains at most one branch point. Note
also that if b is adjacent to another branch point of N, then Sf{/ = QX/R, since Ap(0) = b.

For A € {0,1,3}, i € N?, let S§ denote the network consisting of A paths meeting at a common vertex
v, where path ¢ is of length n; > 0 (i.e. it contains n; edges). This is called a star-shaped network of degree
A. By definition of our networks N (e, ), with @7 € N* =3 for any ' € QX/R \ &%, Ap(T) contains at most
one branch point and is therefore a star-shaped subnetwork of degree 3 (if it contains a branch point), 1, or
0 (if Ay(T) is a single vertex). A star-shaped network S} of degree 1 containing n edges may be identified
with the interval [0,n], since it contains no branch point. We therefore sometimes write S[0,n] for S!. Note

that the “missing” star-shaped network S(2n1 n2) of degree 2 may be identified with the star shaped network
Sn

1+n2*

Figure 7 shows graphs on each of S} and S
second is disconnected.

3

(1,4,7)° The first graph in each case is connected, while the
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Figure 7: Two graphs on each of Sg and Sa 47y The first graph for each star is connected. The second is

disconnected. The connected graph on 8(34 47) is a lace while the connected graph on S is not a lace.

Definition 2.2. Fiz a connected subnetwork M C N, containing more than 1 vertex. Let T € QXAR’CO" be

given and let v be a branch point of M if such a branch point exists. Otherwise let v be one of the leaves of
M. Let FZ C T be the set of bonds s;t; in I' which cover the vertex v and which have an endpoint (without
loss of generality t;) strictly on branch M. (i.e. t; is a vertex of branch M. and t; # v). By definition of
connected graph, T'Y will be nonempty. From 'Y we select the set T for which the network distance from
t; to v is maximal. We choose the bond associated to branch M. at v as follows:

1. If there exists a unique element s;t; of Te'™™ whose network distance from s; to v is mazimal, then
this s;t; is the bond associated to branch M, at v.

2. If not then the bond associated to branch M. at v is chosen (from the elements T'e™*" whose network
distances from s; to v are mazximal) to be the bond s;t; with s; on the branch of highest label.

Definition 2.3 (Lace). A lace on a star shape S = Sﬁ, with i € N®, A € {1,3} is a connected graph
L € G such that:

o [f st € L covers a branch point v of S then st is the bond in L associated to some branch S, at v.

o If st € L does not cover such a branch point then L\ st is not connected.
We write L(S) for the set of laces on S, and LN (S) for the set of laces on S consisting of exactly N bonds.

See Figure 7 for some examples of connected graphs and laces. We now describe a method of constructing
a lace Lt from a given connected graph I', on a star-shaped network S of degree 1 or 3. Note that the only

(connected) graph on a star-shape of degree 0 (i.e. a single vertex) is the graph I' = ) containing no bonds,
and we define Ly = 0.

Definition 2.4 (Lace construction). Let S be a star-shaped network of degree 1 or 3. In the latter case, b
s the branch point, otherwise b denotes one of the leaves of S. Fix I" € ggR’CO". Let F be the set of branch
labels for branches incident to b. For each e in F,

o Let s{t{ be the bond in I' associated to branch S. at b, and let b, be the other endvertex of Se.
o Suppose we have chosen {s{t{,...,sjt;}, and that UL_,[s5t¢] does not cover b.. Then we define

ti,y =max{t € Sc: 3 s € Sc,s <p 1] such that st € '},

. . . (2.1)
S{y1 = min{s € S, : stj,; € '},

where max (min) refers to choosing t (s) of mazimum (minimum) network distance from b. Similarly
s <p t if the network distance from t to b is greater than the network distance of s from b.

11



Figure 8: An illustration of the construction of a lace from a connected graph. The first figure shows a

connected graph I' on a star Sé)’m nang)” The intermediate figures show each of the Lr(e) for e € Fy, while

the last figure shows the lace Lr.

o We terminate this procedure as soon as be is covered by UL_,[s¢t¢], and set Lr(e) = {s§t5,..., s¢t¢}.

Next we define

L = chLp(e).
Given a lace L € L(S) we define
C(L)={st e Es\ L: Ly =L} (2.2)

to be the set of bonds compatible with L. In particular if L € £(S) and if there is a bond §'t' € L (with
s't’ # st) which covers both s and ¢ (i.e. [s,t] C [s't]), then st is compatible with L.

The following results (with only small modifications required for the different notion of connectivity) are
proved for star-shaped networks in [19], .

Lemma 2.5. Given a star shaped network S = SF?, A € {1,3}, and a connected graph T' € G™(S), the
graph Lt is a lace on S.

Lemma 2.6. LetT' € ggR’c"”. Then Ly = L if and only if L C T is a lace and T'\ L C C(L).

See Figure 8 for an example of a connected graph I' on a star-shaped network of degree 3, and its
corresponding lace Lr.

2.2 Classification of laces

Definition 2.7 (Minimal lace). We write Ly,in(S) for the set of minimal laces on S.

A lace L on a star shape S of degree 1 (or equivalently 2) is necessarily minimal by Definitions 2.3 and
2.1. For a lace on a star shape of degree 3 this need not be true. See Figure 9 for an example of a minimal
and a non-minimal lace for A = 3. A non-minimal lace contains a bond st that is “removable” in the
sense that L \ st is still a lace. In general such a bond is not unique. One can easily construct a lace on a
star shaped network of degree 3 for which each of the bonds sity, ..., sst3 covering the branch point satisfy
L \ s;t; € L(S)

12



Figure 9: Basic examples of a minimal and a non-minimal lace for A = 3. For the non-minimal lace, a
“removable” edge is highlighted.

Figure 10: Basic examples of a cyclic and an acyclic lace.

Definition 2.8 (Acyclic). A lace L on S is acyclic if there is at least one branch S, (called a special branch)
such that there is exactly one bond, st in L, covering the branch point of S that has an endpoint strictly on
branch S.. A lace that is not acyclic is called cyclic.

It is obvious that in the above definition, st is the bond in L associated to branch S.. In addition, it is
immediate from Definition 2.8 that for a cyclic lace, the bonds covering the branch point can be ordered as
{spt : k=1,...,3}, with ¢} and s;4; on the same branch for each k (with s, identified with s;). See Figure
10 for an example of this classification.

Let £5V(S) be the set of laces L € LN (S), such that L \ st¢ € £LVN~1(S), where s°t¢ is the bond in L
associated to S.. Let

LNty e N

min

~1(8) : 3st with LU {st} € LN(S), {st} associated to S, for L U {st}}, (2.3)

min

e,N—1
min

and observe that £
Lec ot , define

min

is a subset of the (acyclic) laces with two bonds covering the branch point. Given

Pe(L) = {st : LU {st} € LSN(S), st associated to S, for L U {st}}. (2.4)
Using U to denote a disjoint union, as shown in [19],
£N(8) € Oy pes 1 5) Unepecty (LU st} (25)

The set P¢(L) can be totally ordered firstly according to distances from the branch point and then by branch
numbers. The following Lemma is proved in [19].

Lemma 2.9 ([19], Lemma 6.4). Given a lace L € L5 and st € P*(L),

min

C(LU{st}) =C(L)U{ij e PE(L) : ij < st}. (2.6)

13



2.3 The Expansion

Here we examine products of the form [] g [1 + Us|. Following the method of [20], we write

I +vd= ] B+0d-| J[ [1+Ud <1— 11 [1+Ust]>. (2.7)

steEn steEx\R steEx\R steR

Define K(M) =[], €Ep \R[l +Us]. Expanding this we obtain, for each possible subset of E ¢\ R, a product
of Ug for st in that subset. The subsets of Ex(\ R are precisely the graphs on M which contain no elements

of R, hence
> 1] Ues (2.8)

FEQX/tR stel’

where the empty product [],,cq Ust = 1 by convention. Similarly we define

JM) = > ] Ua (2.9)

FGQX[R’(;O" stel’

If M is a single vertex then J(M) = 1. If S is a star-shaped network of degree 1 or 3 then

=Y Y = X Moe Y 1 v

LeL(S)Tegdm: stel’ LeL(S) stel regem: s't’el’\L

Lr=L Lr=L (2 10)
=Y [ue ¥ M ow=> % Tlva I[ 040wl
LeL(S) steL Ice(r) s't'el” N=1LeLN(S) steL s't'eC(L)

where the second to last equality holds since for fixed L, {I' € G¢" : Ly = L} = {LUT’ : T" C C(L)} by
Lemma 2.6. The last equality holds as in the discussion preceding (2.8) since expanding [] srec(L) (14 U]
we obtain for each possible subset of C(L), a product of Uy for st in that subset.

In Section 4 we will have Ug; € {—1,0} whence

Si< > I -U« > 1+Uwl (2.11)

LEL(S) steL s't'eC(L)

We use (2.5) and (2.6) to bound the contribution to (2.11) from non-minimal laces (containing N > 3 bonds)
as follows,

S I -v« ] +vwl<s D JI-Ua D>, -Us ][ [1+Us

LeLeN(S) stel s't’eC(L) Lece’N’l( ystel ijePe(L) s't'eC(LU{ij})
< > IV« II 40wl > -U; JI [Q+Ussl
LeLs N1 (s) steLl s't'eC(L) ijePe(L) i'j'€Pe(L):
e i'j' <ij
(2.12)
Now using the fact (e.g. see [19]) that
0< > -Uy 11 L+Uppl=1— J] D+Ua <1, (2.13)

ijePe(L) ij'ePe(L):i' ! <ij stePe(L)
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the last line of (2.12) is bounded by

Z H —Ug H 14 Ugy].

Leﬁf,;ﬁfl(s) stel s't’'eC(L)

Summing over e € {1,2,3}, we see that the contribution to (2.11) from non-minimal laces containing N
bonds is bounded by 3 times the contribution from minimal laces containing N — 1 bonds. This will be
important as we will only need to bound the diagrams arising from minimal laces in Section 4.

2.3.1 Recursion type expression for K(N)

Recall that V' = N (a, i) where a € ¥, and 71 € N> =3 for some r > 2. If r = 2 then let b be the root of N.
Otherwise let b be the branch point neighbouring the root of M. In each case let Sy, be the largest connected
subnetwork of A/ containing b and no vertices that are adjacent to any other branch points of N (S, could
be empty or a single vertex). Observe that for any graph T" € QK[R \ &%/, the subnetwork A,(T") contains no
branch point of N other than b (if r > 3) and hence is a star shape of degree 0, 1 or 3.

Definition 2.10. If M is a connected subnetwork of N then we define N'\ M to be the set of vertices of N
that are not in M together with the edges of N' connecting them. In general (N'\ M) U M contains fewer
edges than N, and N\ M need not be connected. However if M C Sy then N'\ M has at most 3 connected
components (at most 1 if r = 2) and we write (N \ M);, i = 1,2,3 for these components, where we allow

N\ M), = 0.

Definition 2.10 allows us to write

EKN)= > J[U«+ > []Us

FGQX[R\SR[ stel’ FGS}{/ stel’
3 (2.14)
= > > oIl > II Uew+ X ] U
AcCS:Tegym stel i=1 Fieg@vR\A), sitiel; reet, stel
beA ¢

where the sum over A is a sum over connected subnetworks of N containing b and no vertices adjacent
to any other branch points of M. Some of the (N \ A); may be a single vertex or empty and we define

> riegy Lsitier, Usini = 1. Defining EO(N) = Ypegy Tlaer Ust, we have
3
EWN)= > JAJ]E(W\A)) + EQW).

ACSX[: 1=1
be A

(2.15)

Depending on N, the first term of (2.15) may be zero since Sy, may be empty. The fact that for any A
contributing to this first term, the subtrees (N '\ A); are of degree r; < r is what allows for an inductive
proof of Theorem 1.14.

If r = 2 then N contains no branch point. In this case we may identify the star-shaped network S*(m)
with the interval [0,m] and (2.14)-(2.15) reduce to

K([0,n)) = > J([0,m])K ([m + 1,n)), (2.16)

m<n

which is the usual relation for the expansion of K(-) on an interval for this notion of connectivity (see for
example [9]). Otherwise b is a branch point of ' and we let K()) = 1, and I; = I;(N) be the indicator
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function that the branch ¢ is incident to b and another branch point b;. Therefore for a fixed network A
such that Sy, is nonempty, n; — 2Iy = n; — 2I3(N) is equal to either ng — 2 (if branch 2 is incident to b and
another branch point b;) or n;. Then (2.14)-(2.15) give

3
KN =Y > IS [[EW\Sqa)) +EVW), (2.17)
mi1<ni mo<ng—2Is =1
mg<nz—2I[3
where Sy is a star-shaped network satisfying
{b} L ifm =0
) S , if m; # 0 for all ¢

S = S[0, m;] , if m; # 0, and m; =0 for j #1 (2.18)

S[—mj,m;] , if j > i, m; #0, m; # 0, and my, =0 for k # 4, j.

In the case where there is another branch point b, that is adjacent to b in N (so that ng or ng is 1), the sum
over at least one of mg, m3 in (2.17) is empty. However note that this case contributes to the term E®)(N),
as required.

3 The 2-point function

In this section we prove Theorem 1.12 using an extension of the inductive approach to the lace expansion of
[15]. The extension of the induction approach is described and proved in a general setting in [14]. Broadly
speaking there are two main ingredients involved in applying the results of [14]. Firstly we must obtain a
recursion relation for the quantity of interest, the Fourier transform of the 2-point function, and massage
this relation so that it takes the form (1.6), with each f;, g; having continuous second derivative in a
neighbourhood of 0 and fy(k; 2) =1, fi(k;2) = zlA)(k), e1(k; z) = 0. Secondly we must verify the hypotheses
that certain bounds on the quantities f,, for 1 < m < n appearing in (1.6) imply further bounds on the
quantities g, em, for 2 < m < n + 1. This second ingredient consists of reducing the bounds required to
diagrammatic estimates, and then estimating the relevant diagrams.

In Section 3.1 we prove a recursion relation of the form (1.6) for a quantity closely related to the Fourier
transform of the 2-point function. In Section 3.2 we state the assumptions of the inductive approach for a
specific choice of parameters corresponding to our particular model. In Section 3.3 we reduce the verification
of these assumptions to proving a single result, Proposition 3.6. Assuming Proposition 3.6, the induction
approach then yields Theorem 3.7, which we show in Section 3.4 implies Theorem 1.12. The diagrammatic
estimates involved in proving Proposition 3.6 provide the most model dependent aspect of the analysis and
these are postponed until Section 5.

3.1 Recursion relation for the 2-point function

Recall Definitions 1.4, 1.6, and 1.8. Also recall from Definition 1.10 that the two point function is defined as

tn(z;Q) =¢" > W(T).

TeTn(z)

Now T € 7,(x) if and only if 7" is the union (as a set of vertices and edges) of an n-step (self-avoiding)
walk w from o to z together with a collection of mutually avoiding branches R; € 7,;),7 = 0,1,...,n (see
Figure 11). Let
1, ifRyN Ry #0

0, otherwise. (3.1)

Ust = U(R57 Rt) - {

16



=
3

X X « %
1.
] : St i
Figure 11: The first figure is of a lattice tree T' € 7,,(z) for n = 17. The second figure shows the backbone
w, while the third shows the mutually avoiding lattice trees Ry, ..., R, emanating from the backbone.

0 .

Then [[)<scp<nll + Us] is the indicator function that all the R; avoid each other. Summarising the above
discussion and using the fact that the weight W (T') of a tree factorises into (bond) disjoint components (see
Definition 1.7) we can write,

=" ) W) Y W(R) Yo W(RY)- Y WER) [[ n+Ual (3.2)

ol=n Ro€Zi0) Ri€T,) Fn€To(m) Oss<tzn

where the first sum is over random walk paths of length n from 0 to z. To simplify this expression, we abuse
notation and replace (3.2) with

=¢" ), W H S ww) [] B+l (3.3)

W0, 1=0 R;€T,,(; 0<s<t<n
jwl=n’

Recall Definition 2.1 and the discussion following it. The set of vertices [0, n] corresponds to the set of vertices
of N(a,n), where a is the unique shape in . Since this N contains no branch points, we have R = () and
therefore from Section 2.3 we have [[o< s, [1 + Ust] = K(N) = K([0,n]). Hence

=" ) W H > wW(r ,n]). (3.4)

wio—w i=0 Ri€T,, ;)
|w|=n

Definition 3.1. For m > 0 we define

=¢m > W(w H > w(r m)). (3.5)

TL)UT:—;Z =0 R; ETW(Z)

Note that for m = 0 this is simply > p 7o W(Ri) = p(0), if x = 0, and zero otherwise.
Definition 3.2. The convolution of functions f;, i =1,...n is defined as the function
(fl*fQ* *fn Z Z Z flyl Hfz Yi — Yi— lfn(x_yn 1)
Y1 €Z% yo €74 Yn—1E€Z4

at all points © where this converges.
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If f{ € L' and fo € LP for some p € [1,00], then fi * fo exists for all z € Z9. If 1 < py,pa,r < oo and
101_1 —|—p2_1 =1 41 with f; € LPi then f1 * fo € L". Moreover, whenever (fi * fa * --- % f,)(x) exists, it is
invariant under permutations of {1,...,n}. See Section 8.2 of [7] for proofs of these results. We often write
f™(z) for the n-fold convolution convolution of f with itself, e.g. f®)(z) = (f * f)(z).

The following recursion relation is the starting point for obtaining a relation of the form (1.6).

Proposition 3.3. For any x at which the convolutions exist, we have
n
tni1(23C) = D (T * CpeD * tnm) (23 C) + i1 (5€) + p(0)(CPeD * tn) (23 €), (3.6)
m=1

Proof. The trivial bound t,(x;¢) < p(0)™t'(Cpe)* D™ (z) obtained by ignoring the mutual avoidance con-
straint of the branches, together with the fact that D € LP for every p € [1, 00|, shows that ¢, € LP and
D xt, € LP for every p € [1,00]. Similarly, the bound (2.11) and the fact that there are only finitely many
laces on S([0,n]) for each n shows that |m,(z;¢)| < ¢n(™D™)(z) for some ¢, depending on n but not .
Thus, all of the convolutions in (3.6) exist for all .

By definition

n+1
tnpr (2 Q) =" Y W) [ Y. WR)K((0,n+1)). (3.7)
w:o—, i=0 Ri€T,,
|w|:n+1
Equation (2.16) gives
K([0,n+1)) = K([1,n+ 1)) + z": J([0,m])K([m + 1,n+1]) + J([0,n + 1]). (3.8)
m=1

Putting this expression into equation (3.7) gives rise to three terms which we consider separately.

1. The contribution from graphs for which 0 is not covered by any bond: We break the backbone from 0
to x (a walk of length n 4 1) into a single step walk and the remaining n-step walk as follows.

n+1
¢S W [ Y WR)KRLn+1]
|Zj|i:i1 i=0 Ri€T,,(;
. (3.9)
= > W(Re) > D W) >, "Ww)[[ D WR)IK(L,n+1),
Ro€T, YEQD W10y, waiy—, i=1 Ri€T (1)

lw1|= |wa|=n

where K[1,n + 1] depends on Ry, ..., R,4+1 but not Ry. Therefore using the substitutions R; =R
this is equal to

0) > > (W) Y. "Ww)[] Do WR)K(0,n)

yeQp W1:0—Y, w2yY—T, J=0R'.cT .
72 (3.10)

|wi|=1 |wa|=n
) Y pelDWtn(x — y;¢) = p(0)peC(D = tn)(x).

y€Qp

2. The contribution from graphs which are connected on [0,n + 1]:

n+1
YT W T YD WR)I(0,n+ 1)) = maga (x50 (3.11)
w:0—T, i=0 R;€T, ()

|w|:n+1
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3. The contribution from graphs which are connected on [0, m] for some m € {1,...,n}: We break the
backbone from 0 to  (a walk of length n+1) up into three walks, of lengths m, 1 and n—m respectively

n+1 n
¢ Z W(w H Z W( i)ZJ[O,m]K[m+1,n+1]
w:0—=T, i=0 R;€T,,(; m=1

\w\:n—i—l

YYY Y e (H > W )J[o,m] S e« e

m=1 u v W1:072U, i=0 R; eTwl(Z) w2 u—,
|w1|:m |w2|:1

n+1
S W () ( 1T > W(Ri)) K[m+1,n+1].

(sl i=m ] R €Ty i me1)

Now [0, m] and [m + 1,n + 1] are disjoint, so J([0,m]) and K ([m + 1,n+ 1]) contain information about
disjoint subsets of {R; : i € {0,...,n + 1}}. Using the substitutions R} = Rjim41 this is equal to:

ZZZ Z ¢"W (wr) (H Z ) [0, m] x

m=1l u v TJJTZZ i=0 R;€T,,, (i)
P ik J=0 Rj€T ()
=33 (w5 O)pel D(w — Wtz — v;¢) = Y (T # peCD * ) (5 ).
m=1 u v m=1

O
Dividing both sides of (3.6) by p(0) and taking Fourier transforms, we get
z\n-l—l(k;g) _ - %m(k,C) l’j k z\n—m(k7<) %n-‘rl(k;C) ﬁ k %\n(k’C)
o) mzl (o) p(0)¢peD (k) OO + p(o)CpeD (k) 00) (3.14)
Definition 3.4. For fized ( > 0, define
1) z = p(0)¢pe.
2) fok:z) =1, fi(k;2) = gi(k; 2) = 2D(k), and ey (k;z) = 0.
3) Formn > 2,
t(k; ¢) An-1(kiC) =
n k» — 5 n k’, = k
ulkiz) = ) gu(kiz) = TS 2 D(k) -
ko) A n (k3 ) '
n(k n—1(k; —zD(k
en(ki 2) = g >[p(0) )|+
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We note from (3.14) with n = 0 that since to(z) = p(0)I,—o, we have #(k) = p(0) and

t(k¢Q) B - Mk
o) PR =700

. (3.16)
Therefore for n > 2

enlli2) = guoa (ki) T 5 4 PO (3.17)

For n > 3 this is

= T2k Q) s 0 Tk Q) Ta(k; )
2= 0 |

Lemma 3.5. The choices of fm, gm, €m above satisfy (1.6).

Proof. This is an easy exercise using (3.14).

3.2 Assumptions of the induction method

The induction approach to the lace expansion of [15] is extended in [14] with the introduction of two pa-

rameters 6 and p* and a set B C [1,p*]. In this section we apply the extension with the choices § = %,

d
p* =2, B={2} and we define § =L »* = L~%. We have already shown in Section 3.1 that for our choices
of fmn, gm,€em as given in Definition 3.4,

n+1
Fos1(k;2) = gm(k: 2) far1-m(k; 2) + ensa(k;2) (0 >0),
m=1
with fo(k; z) = 1. The assumptions of [14] in our lattice trees setting are as follows.

Assumption S. For every n € N and z > 0, the mapping k& — f,(k; z) is symmetric under replacement
of any component k; of k by —k;, and under permutations of the components of k. The same holds for
en(;2) and g,(+;2). In addition, for each n, |f,(k;z)| is bounded uniformly in k¥ € [~7,7]¢ and z in a
neighbourhood of 1 (which may depend on n). The functions f, and g, have continuous second derivatives
in a neighbourhood of 0 for every n.

Assumption D. As part of Assumption D, we assume that:
(i) D is normalised so that D(0) = 1, and has 2 + 2¢ moments for some € € (0,1 A 458), i.e.,

> 2P D(z) < co. (3.18)

xcZ4

(ii) There is a constant C' such that, for all L > 1,

Dl <CL™?,  0* =0} <CL?, (3.19)

(iii) Define a(k) = 1 — D(k). There exist constants 7, ¢1, ¢z > 0 such that

al?|k? <a(k) < coL?[k*  (|klloo < L7, (3.20)
a(k) >n  ([kllec = L), (3.21)
ak) <2—n (ke [-m ). (3.22)
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For h : [-m,7]? — C, we define

d 92
h(ko) = Z : (3.23)
J=1 k=ko

The relevant bounds on f,,,, which a priori may or may not be satisfied, are that

1D fon (-5 2)|2 < s fn(052) S K, [ V2 (03 2)] < Ko®m, (3.24)

d d
2m

for some positive constant K. We define

[S1fSW

B=L" (3.25)

Assumption E. There is an Lo, an interval I C [1 — a,1 + o] with a € (0,1), and a function K +— C.(K),
such that if (3.24) holds for some K > 1, L > Ly, z € I and for all 1 < m < n, then for that L and z, and
for all k € [~m,7]¢ and 2 < m < n + 1, the following bounds hold:

em(k; 2)] < Ce(K)Bm™"%",  Jem(k;2) = em(0:2)| < Ce(K)a(k)Bm™"7".

Assumption G. There is an Lg, an interval I C [1 — «, 1+ o] with o € (0,1), and a function K — Cy(K),
such that if (3.24) holds for some K > 1, L > Ly, z € I and for all 1 < m < n, then for that L and z, and
for all k € [—7m,7]? and 2 < m < n + 1, the following bounds hold:

g (k: 2)] < Cy(B)Bm™ 2", Vg (0:2)] < (K)o Bm™ 2",
0:9m(0:2)] < Cy(K)pm~"",
_ ¢ =6
|9m (K5 2) = gm (05 2) — a(k)o 2 V29, (0; 2)| < Cy(K)Ba(k)' T m™ 7"+,
with the last bound valid for any €' € [0, ¢).

3.3 Verifying assumptions

Assumption S: The quantities f,(k; z), n = 0,1,... are (up to constants) the Fourier transforms of ¢, (z, {),
and hence have all required symmetries since D does. Similarly the 7, are symmetric, so that the quantities
Jn, €n also have the required symmetries. Now fy = 1 is trivially uniformly bounded in k and z < 2. Recall
that >, tn(2;¢) < (Cpe)p(0)" 1S, D (x) = (¢pe)"p(0)"*!, where D™ denotes the n-fold convolution of
D. Then for n > 1, |fu(k,2)| < p(0) 1Y, ta(z;¢) < (Cpep(0))™ = 2™ so that f, is bounded uniformly in
k € [~m,m]? and 2z in an n-dependent neighbourhood of 1. Continuity of the second derivatives holds for
each n as the quantities in question are Fourier transforms of functions with finite support. An immediate
consequence of Assumption S is that the mixed partials of f,, and g, at k = 0 are all equal to zero.
Assumption D: By Definition 1.4 and Remark 1.5, (3.18) and (3.19) hold trivially. The remaining conditions
(iii) are verified in [15]. We therefore turn our attention to verifying assumptions £ and G. Recall from
Definition 3.4 and (3.17) that for n > 2, g, and e, could be expressed in terms of the quantities 7, for
m < n. In Section 5 we will prove the following proposition.

Proposition 3.6 (m,, bounds). Suppose the bounds (3.24) hold for some z* € (0,2), K > 1, L > Lo and
every m < n. Then for that K, L, and for all z € [0,2*], m <n+1 and q € {0, 1,2},

S el a3 )] < SEITTE (3.26)
x m

2_q

where ¢ = p(0)~p 1z, the constant C = C(K,d) does not depend on L, m and z, and v > 0 is the constant
appearing in Theorem 1.9.
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We choose v < 1 in (1.4) so that 2 — %” > 1 and therefore 52_% <pB= L~%. We now direct our efforts
towards verifying assumptions £ and G assuming Proposition 3.6.

Assumption E: Suppose there is some z* € (0,2), K > 1, and L > Lg such that (3.24) holds for all m < n,
and let z € [0, 2*]. Recall that e;(k; z) = 0 and observe from (3.17) that

MO | Bk Rk [RkO| . CE)FT 3.7
oo |5 o e 5 6

where we have applied Proposition 3.6 with |7, (k; ()| < >, |mm(2; ()|, and have also used p(o) > 1. Similarly
for3<m<n+1,

ea(k: 2)] = ]szc)

b s RO [Fnk Q)
em(k: )| = [fn-2(ks =D () " 0502 | +| TS \ -
CHNPE oy, CUDPS U0 (3.28)
" p0)2(m —2)7 ploym= —  m'T

Thus we have obtained the first bound of Assumption E. It follows immediately that for all m > 1,

C'(K)p> %
em(h:2) = en(0:2)] < Jem (ks )] + fe(0;2)] < T
m 2
for all m > 2. By (3.21) this satisfies the second bound of Assumption E for ||k||cc > L~!. Thus it remains
to establish the second bound of Assumption E for ||k||c < L™!, for which we use the method of [19].
Let h : Z% — R be finitely supported and symmetric in each coordinate and under permutations of

coordinates. Then E(k:) =), cos(k-z)h(r) and

> 2N T I o7 Vf|2 n
(h h(())‘ < (k) = (0) — Z-V7h(0)| + ‘v ‘
‘ - (3.29)
= Z cos(k-z) —1+ = (k z)? ) h(z)| + ‘V ‘
There exists a ¢ > 0 such that for all n € [0,1], |cos(t) — 1 + 3¢?| < ct*>*27. Thus
N k|2 | o
< R [ |2 ‘ ) .
‘h(kz) ‘ CZ| h@)| + 5 |V2h(0) (3.30)
In particular choosing n = 0 we get
7(k) = B(0)| < CIR Y Jo (). (3.31)

Now e, (k; z) — e (05 2) is equal to
™1 (k; ) T (ks Q) = M(0:0) | Mm(k;C) = Fm(05€)
p(0) p(0) p(0) '

By (3.31) and Proposition 3.6 with ¢ = 1 we have |, (k; ¢) — 7 (0;¢)| < C(K)|k|?>0? 52 ~@m~“2". Therefore
lem (k; 2) — em(0; 2)| is bounded above by

(gn—1(k; 2) = gn-1(0;2))

+ gnfl(o; Z)

= (k- 232-% 22— 8
g1 (832) — g (05 2) AEOL 10 o) kT2 oy rp 2
p(0) p(0) plo)ym 2 (3.32)
28 2 2 '
< GE6 e (\gm_1<k;z> Gt (052)] g (0 2)] K202 1+ L ) -
p(0) m 2
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Recalling that g1 (k;z) = zD(k) we have

C(K)B> ¢

lea(k; z) — e2(0; 2)] < 2(0)

k 2 2
(za(k) T 2|kf20? + Ho > . (3.33)
272

For m > 3, recall that gn,—1(k;2) = %zﬁ(k‘) which gives

g1 (k:2) = g1 (052)] < 5 [[fm- (€)= Fna(0: QID(O) + (k) Fn2(0: )|
_ CU)Iko?3 % ) C(K)a(k)g>% (3.34)
T (m-2) (m-2)%
Therefore for m > 3,
2S¢ 28 2S¢
|€m(/€; Z) _ em(o;z)‘ < C(K)ﬁQ_%V (’kPaQﬂ _ + a(k)ﬂ - + Z‘k‘2a2ﬂ - + |k’j062> | (3.35)
(m—=2))=z (m—-2)z (m—2)"72 mz

Both (3.33) for m = 2 and (3.35) for m > 3 are bounded above by C’(K)a(k‘)ﬁm_? for ||k||sc < L~' by
(3.20) and the fact that 0% ~ L? (see Remark 1.5).

Assumption G: Suppose there is some z* € (0,2), K > 1 and L > L such that (3.24) holds for all m < n,
and let z € [0, z*]. As for Assumption E, we may apply Proposition 3.6 to obtain for 2 < m <n + 1,

~ Tom— ; z 27% / 2=
|gm (k3 2)| = |2D(k) pl(f)I; O‘ < p(oc)’énlj)—ﬂl){l < ¢ (564 : (3.36)

which gives the first bound of Assumption G. R
For the second bound we note that by symmetry the first derivatives of 7, and D vanish at 0. Hence for
m > 2,

~ Ami ]{;; R R ~
920, 05| = |7 [sD) D) | = &9 0) 4 s 092DO0)
p(0)  ly=ol plo) (337
: (CK)B %o CK)BT L\ _ CU(K)BTo? '
< 5 + i 0| S
,0(0) m 2 m 2 m 2
This verifies the second bound of Assumption G.
Next for m > 2, we have that
- =D(k) Fn-1(k;Q)\ D(k)
gm(k; z) = Tm—1(k; ¢ = m( —
(s 2) = Tm-1(k: =0 a1 ) plo)
where % does not depend on z (or ¢). Therefore
~ ~ 6v
1 ((Fm-1(k; Q) D(k) ~ D(k)| _ C"(K)B* @
Dogm (k; 2)| = |mzmt <7Tm 1(k; > = \m7_1(k; < , 3.38

which proves the third part of assumption G.
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For ||k||oo > L™1, (3.21) applies and we have that for m > 2,

- CUK)G~F (K3 F C'(K)3> %
9 (E3 2) — gn(0: 2) — a(k)o 2T 2g (0 2)] < E1 5 n ()z I 5
m
mc’ (K- m (3.39)
<a(k)2 4 -6 >
m 2

since a(k) > n, and where the constant depends on 7. This satisfies the final part of assumption G for
[klloo > L™

For ||k|looc < L™!, we again use the method of [19]. By the triangle inequality we bound |g,,(k;z) —
gm(0;2) — a(k)o~2V2g,,(0; 2)| by

k‘ 2
Im(k;2) — gm(0;2) — gllvzgm((l; Z)' +

2
(ak) — a0~ - 2 w20, 0001 (30

Recall that for m > 2, g, (k; 2) = ﬁ(wj*\D)(lﬂ) On the first term we apply the analysis of the first term
of (3.29), to the symmetric function 7, * D. Choosing n = ¢’ we see that the first term of (3.40) is bounded
by

2CIR22 S 222 (rp-y + D) (2)], (3.41)

T

with the constant independent of ¢/. By Holder’s inequality

1—¢ 1+€/
2 2

(Z ]| (-1 D)(%)!) : (3.42)

Y1272 (i * D) ()] < (Z | (i1 % D)(%)\)

Applying Proposition 3.6 with ¢ = 0 gives
S (s # D)@)] € 3 () S D —y) < 202 (3.43)
T Y T

We now apply Proposition 3.6 with ¢ = 0,2 together with the inequality (a + b)* < 8(a* + b*) to get

S ol (-1 * D)(2)] <8 (Z I mm ()1 D@ =) + > mma )] D e —y|*D(x — y))

=6 (Z [yl i ()] + rwm_1<y>|a4> (3.44)
) Yy

O ()

S—— a8
m 2

Note that we have used Remark 1.5 to obtain ) |z|"D(x) < Co” with the constant independent of L (it

may depend on 7). Putting (3.43) and (3.44) back into (3.42) we get

1—

Z\:L‘]2+2E/]7rm_1(x)|§ (C(K)BQ_%> ’ (W) i §02(1+€)C(K)52_%. (3.45)

d—4 d76_6/
T m 2 m 2 m= 2
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Combining (3.45) with (3.41) gives

(k) — 9 052) — w2y, 0 )'s CU)F E(o k) O B Eal) (g

m 2 m 2

when ||k|| < L~!. This satisfies the required final bound of Assumption G.
It remains to verify this bound for the term inside the second absolute value in expression (3.40). For
this term we write

a(k) _ |k[?

1 |~ ~
—= = — |D(k) — D(0) — =-V?D 3.47
- = 5 [Pk - Bo) - T-vD) (3.47)
and proceed as for the first term to obtain
1-D(k) |kP C\k‘|2+2 ¢ 212¢ Clkl 2(1+¢
p— 5 Z ||**2¢ | D(x L (1+€),

Together with Proposition 3.6 with ¢ = 1 this gives

CKﬁQ—‘S—V 2 k2L2 1+¢€
Vgn(0;2)] < TET L IRTED T

m 2 4

||2

(1= By -

which satisfies the required final bound of Assumption G for ||k|| < L~!.
We have now verified that Assumptions S,D,E G all hold, assuming that Proposition 3.6 holds. Thus
assuming Proposition 3.6, we may apply the induction method of [14] and obtain the following theorem.

Theorem 3.7. Fizrd > 8, v € (0,1A %) and ¢ € (0, (1A %) —7). There exists a positive Ly = Lo(d) such
that: For every L > Lg there exist A', v, z. depending on d and L such that the following statements hold:

()

o () A oo () o ()] o

with the error estimate uniform in {k € RY: 1 — D(k/Vvo?n) < yn'log n}.

(b) )
V2L, (0; W)

1
_ i\n<0;p(zc ) _van[1+(9<L2n6>].

)pe

o (155)
p(0)pe

(d) The constants z., A" and v are all 1 + O (L‘g) and

(c) For everyp >1,

= 4 4
p  Lenw’ 2

S 1 o] mo;c OO, v2m0;c
1:ng0.zc, Al: +Zm:1€ ( Z) _mel g( Z)

oo Y U= o0 . 349
Y ey MGm (05 2c) o230 mgm(0; z¢) (3.49)

In particular the induction method shows that (3.24) holds for all m, provided Proposition 3.6 holds.
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3.4 Proof of Theorem 1.12

In this section we show that Theorem 1.12 follows from Theorem 3.7(a). Comparing the two theorems and
setting A = A’p(0) (recall that (. = z.p(0)"!p, 1), it is clear that to prove Theorem 1.12 it is sufficient to
prove the following two lemmas. The first incorporates the continuous time variable ¢ into the asymptotic
formula (3.48), while the second confirms that our artificially introduced parameter ¢ is trivial.

Lemma 3.8. Ford, v, 6 and Lo as in Theorem 3.7, there ezists a constant Cy = Cy(d,~y) > 0 such that

~ k w2 |k,=|2> <|/~c|2t1 6) |
tin iCe | = o O(——— | +tO0|—= |
] <v1}02 C) o ( w )" n i (ntv1)%

with the error estimates uniform in {k € R : |k|> < Cot~'log(|nt| Vv 1)}.

Lemma 3.9. The critical value (. = p(iipc =1

Proof of Lemma 3.8. The statement is trivial for [nt| = 0, so we assume that [nt| > 1. Incorporating a time

variable into (3.48) by n+— |nt], k — ky/ % we have that ﬂmJ (\/%, CC) is equal to

K[> [nt] ' 1
o (M) o (1]

nt]
H,, = keR":1-D | 22— | <~|nt] log|nt]

Vvo?|nt]

We leave it as an exercise to show that there exists a constant Cp such that {k : [k|?> < Cot~tlog(|nt|)} C H,,
and thus (3.50) holds with the error estimate uniform in {k : |k|?> < Cplog(|nt])}. Since |nt| < nt in the

first error term of (3.50), and
< kP [nt] k[
LA P L I O N L
- 2 n n )’

we have proved Lemma 3.8. ]
Proof of Lemma 3.9. The susceptibility, x(z) is

= an(O

where ¢ = zp(0)~!'p;!. By Theorem 3.7 there exists a (. such that

Z S ow(T (3.52)

T TeTn(x)

n LnTtJ . _Ae,\kPLmJ
| nt] o2 L?’LtJ’ c

where the error estimate is uniform in

_ k| nt] _ 1kt
e 2dn — e 2d

QO _ ZC”,)(L)Z S W) = (), (3.51)

so that

S|=

LZ ; _,2‘

p(o) <

26



Thus the radius of convergence of X(¢) is (¢ > 0 (resp. z). Since 3, /(|| V 1)2=4 ~ M@, it follows from
Theorem 1.9 that y(1) = oo which implies that (. < 1.

Recall from (1.13) that P(T € 7,,(z)) = p(o)~* > ret,(z) W(T). Then Theorem 3.7 states that for every
k,

i k-x 2
¢ Ze Vo2on P(T € Ty (x)) — Ae_%, as n — oo. (3.53)
Setting &k = 0 we have
% Y P(T € Ty(x) — 1, (3.54)
and dividing (3.53) by (3.54) gives
i—+*2— P(TeT, 2
S e Verm (T eT(@) -2 (3.55)

22w P(T € Tn(u))

xT

Let Z, be Z%-valued random variables defined by P(Z,, = z) = %. Then (3.55) is equivalent

Zn D
to the statement that T Z ~ N(0,1;), and thus for every R > 0 we have

]P’(\/% € B(O,R)) —P(Z € B(0,R)),

where B(0, R) denotes the ball with centre 0 and radius R in (R%, |-|). Choose Rg such that P (Z € B(0, Ry)) >
%. Then there exists an Ny = Ny(Rp) such that for every n > Ny,

P(T € T,(z))
— YW P(T € Tp(u

|z|<RoVo2un

=P (Zn € B(O,Rox/%)) >

N |

Applying (3.54) to the denominator, we find that there exists N3 > Ny such that for every n > Ny,

¢ 1 : C
= Y P(TeT(x) > 3 ie. Y  PTeT(x)> o (3.56)
|z|<RoVo2un |z|<RoVo2vn
Bounding 3 rer. (o) W(T) by p(2) = 3., Yorer,, () W(T), it follows that
C
> o) = 3 (3.57)
|z|<RoVo?vn ¢
We also have from (1.4) that,
C(L)
< ———— < C(L, Ry)n. 3.58
Z p(%) = Z (‘ZL’| V 1)d_2 = ( ) 0)77‘ ( )
|z|<RoVo2un |z|<RoVo2un
Thus from (3.58) and (3.57), (. > 1 and we have the result. O

Assuming that Proposition 3.6 holds, we have now verified Lemmas 3.8 and 3.9, and hence we have proved
Theorem 1.12. We postpone the proof of Proposition 3.6 to Section 5.
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4 The r-point functions

We have shown Gaussian behaviour (Theorem 1.12) of the 2-point function with appropriate scaling in
Section 3. We now wish to prove the analogous result for r-point functions, Theorem 1.14. The proof is by
induction on r, having already verified the initializing case r = 2 in Section 3. We use the technology of the
lace expansion on a tree [19] as expressed in Section 2, and prove the result assuming certain diagrammatic
bounds. The diagrammatic estimates are postponed until Section 6.

4.1 Preliminaries

Recall from Definitions 1.3 and 1.13 that for fixed r > 2, n € Z:__I and X € R we have
TaX)={Te€T,:x;€Ty, i=1,...,r—1}

and
= D W

TeTa(x)
where we may have x; = x; and n; = n; for some i # j. For T' € T (x), let T, be the backbone in T" from
0 to x.
Definition 4.1 (Bare tree). For i € Z'7! and X € Zi(rfl), a lattice tree B is said to be an (f,X) bare tree
if B € Ta(X) and U, B..x, = B. We let B(R,X) denote the set of (i, X) bare trees. If B € B(fi, %) then we
write Tp = {T € Ta(X) : B C T} for the set of lattice trees containing B as a subtree.

Since every T € T;(X) has a unique minimal connected subtree (UJ_;T..x,) connecting 0 to the x;,

i=1,...,7r— 1, we have
HE = > D W(T) (4.1)

BeB(n,x) TeTp
The degree of a vertex x € B is the number of bonds {a,b} € B such that either a = z or b = z.

Definition 4.2 (Branch point). Let B € B(n,X). A vertex x € B is a branch point of B if there exist i # j
such that x; # o and x; # o are distinct leaves (vertices of degree 1) of B and B..x, N B.x; = Buss.

As they are defined in terms of the leaves of B € B(n, X), branch points of B depend on B but not the
set B(n,X) of which B is a member. In particular if B is also in B(f(', X’) then our definition gives rise to
the same set of branch points. By definition, a branch point that is not the origin must have degree > 3. It
is clear that the number of leaves# o is at least 1 plus the number of branch points, so if B € B(n,X) for
% € 24 =1 then B contains at most r — 2 branch points.

Definition 4.3 (Degenerate bare tree). For fized r >3, i € Z" and X € RV q bare tree B € B(#, X)
1s said to be non-degenerate if B contains exactly r —2 distinct branch points, each of degree 3, none of which

is the origin. Otherwise B is said to be degenerate. We write Bp(n,X) for the set of degenerate trees in
B(n,Xx) and set B}, (n,X) = B(n,X) \ Bp(n, X).

Clearly from (4.1) we have
A= ) Y W+ Y > w(D) (4.2)
BeB%, (%) T€ETR BeBp(n,x) Te€Tp

Definition 4.4. Let B € B(n, X). Two distinct vertices y, y* in B are said to be net-neighbours in B if the
unique path in B from y to y* contains no branch points of B other than (perhaps) y, y*. A net-path in B
s a path in B connecting the origin or a branch point in B to a net-neighbouring branch point or leaf in B.
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Lemma 4.5. Fizr >3, ne N1 % e 7401,

1. If B € B (0, X) then B consists of 2r — 3 net-paths joined together with the topology of « for some
a € Y.

2. If B € Bp(n,X) then B contains fewer than 2r — 3 nonempty netpaths and fewer than r — 2 branch
points that are not the origin.

Proof. By induction on r. For r = 3, the nondegenerate bare trees satisfy the claim since they contain
exactly one branch point, of degree 3. All degenerate bare trees have fewer netpaths as there can be at most
one branch point and it can only be the origin. Suppose the result holds for all " < r.

If B € B}, (1, %) then B contains r — 2 branch points, each of which is of degree 3, none of which is the
origin. This implies that the leaves x; are all distinct and not the origin (otherwise B € B(ii',X’) for some
n e Z:‘l and X' € Z4"=2) but has r — 2 branch points). Let x # 0,x,-1 be the unique branch point in
B net-neighbouring x,_1. Removing the netpath B..x, , \ Bz, we have that x is a vertex of degree 2 in
B* = B\ (Bwx, ; \ Bwsz) and therefore B* contains r — 3 branchpoints, each of degree 3, none of which is
the origin. Thus B* € B ((n1,...,n,—2),(X1,...,X,—2)). By definition of a netpath and the fact that z is
not a branch point of B*, we see that B* contains two fewer netpaths than B. By the induction hypothesis,
B* consists of 2(r — 1) — 3 net paths joined together with the topology of a* for some o* € ¥,_;. Therefore
B contained 2r — 3 netpaths joined together with the topology of a@ € ¥,._1, where « is the shape obtained
by adding a vertex to the edge of a® corresponding to the unique net-path in B* containing x and adding
an edge to that vertex.

Suppose instead that B € Bp(n, X). If any x; = 0 or x; = x; then B € B(d/,X') for some i’ € Zi‘l and
%' € 7242 and the result holds by the induction hypothesis. Otherwise we use the same decomposition as
for part 1, and let the degree of the branch point z # 0 be [. If [ = 3 then B* above is a degenerate bare
tree and the result hold by induction. If [ > 3 then B* contains one fewer netpath and the same number
of branch points as B. By induction B* € B ((n1,...,n,-2), (X1,...,Xr_2)) contains at most 2(r — 1) — 3
netpaths and (r — 1) — 2 = r — 3 branch points that are not the origin. Therefore B contained at most 2r — 4
netpaths and r — 3 branch points that are not the origin. O

Definition 4.6. Let M = M(ii) be any network containing | labelled edges joined together with arbitrary
topology with n; — 1 € Zy wvertices being added to edge j for each j € {1,...,l}. Let B € B(n,X). We say
that B has network shape M if B and M are graph isomorphic and for each i the graph isomorphism maps
leaf i of M to x; (where xg =0). For§ = (y1,...,y2—3) € Z%, we define Tp(¥) to be the set of lattice trees
T € 7T, such that there exists X, i and B € B(n,X) such that

1. T eTp,
2. B has network shape M, and

3. if the endvertices of netpath Bj are uj,vj € R?, where B, C B, then vj —u; = y;, for each
j=1...,2r—3.

We then define
tu(@ =Y, W(T) (4.3)

TeTm(Y)

By ignoring the interaction between the branches emanating from different net-paths in each B with
network shape M and using Lemma 5.10 with [ = 1 and ¢ = 0, it is easy to prove that

> tm@) < K (4.4)
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01 2 02 1 0 12 012

Figure 12: The seven possible degenerate shapes for » = 3. The second (resp. third) shape is only a possible

candidate for the shape of B € Bp(n,X) if ng > n; (resp. ny < ny).

-
—

5 N

Figure 13: A shape o € ¥4 with labelled edges, and a nearest neighbour lattice tree T' € Ty (7 (¥) for
n = (3,5,7,7,2), ¥ = ((2,-1),(—-2,-3),(2,3),(3,4),(2,0)). Also T" € T;(x) where n = (17,12,8) and
x =((7,6),(6,2),(0,—4)). Note for example that y; + y3 + y4 = x1.

We wish to rewrite (4.2) in terms of a sum over underlying network shapes that describe the possible
bare trees connecting the x; and 0. For a fixed shape a € ¥, (with fixed but arbitrary edge labelling) and
e N%:_S, we let M (e, @) be the abstract network shape obtained by inserting n; — 1 vertices onto edge j of
a,j=1,...,2r — 3. Each edge j of a has two vertices ji, jo in « incident to it. We define branch N; of N
to be the smallest connected subnetwork of N that contains the vertices j1, jo.

Suppose T' € Tyr(a,7)(¥), With corresponding X, i, B as in Definition 4.6. Since B has shape N (a, 1),
we may label the netpaths {Bi,..., Bo,_3} of B according to the edge labels {1,...,2r — 3} of a. Let
E; = {j : Bj C B..x,} denote the set of labels of edges in the unique path in « from the root to leaf i. By
definition we have >, y; = x; and 3. nj = n;. See Figure 13 for an illustration of this.

Lemma 4.5 implies that if T € 7p for some B € B} (0, X), then T € Tyr(o,7)(¥) for some o € %,
i € N3, ¢ e 792 =3) gatistying ZjeEi n; = n;, ZjeEi yj = %3, 1 € {1,...,r —1}. On the other hand
suppose T € Ty (a7 (7). Let x; be the vertex in T' corresponding to leaf i of a, i = 1,...,r — 1, and let n;
be the number of edges in T.,,,. Then T € T5(X) by definition. Choosing B = U?;llwai, it is easy to see
that B € B(n,X) and T € 7p. Finally since NV («, ) contains r — 2 distinct branch points, each of degree 3
(of which none are the origin), B must also have this property and thus B € B}, (i, X).

For fixed o € ¥,, i € N"! and % € 241 we write > o5 to denote the sum over {i € N3 :

dier :}ni, i=1,...,r =1}, and } .o to denote the sum over {y € 742r=3) . djer Yi = Xi, 1=
1,...,7—1}. Then
> Ywvm-YYY Y wo 9
BEBS, (i,%) TeTx A€y %5 7% T€TN (o) (F)

Definition 4.7 (Degenerate Shape). For r > 3, let 3, be the set of rooted trees & such that the root is
labelled 0 and
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1. @ contains fewer than 2r — 3 edges, and fewer than r — 2 branch points (vertices of degree > 3) that are
not the root, and

2. for each i € {0,...,r — 1} there exists a vertex in & with label i, and each leaf (vertex of degree 1) of &
has labels from the set {0,...,r —1}.

We calla € %, a degenerate shape. Clearly there are only finitely many degenerate shapes for each fized r.
See Figure 12 for the set X3.

By Definition (4.3) and Lemma 4.5, if B € Bp(n, X) for some i € Zi_l and % € Z%" =Y then B has the
topology of some a € X,. For a € &, consisting of I < 2r — 3 edges and 7 € N! we define D(&, i) to be the

abstract network shape obtained by inserting n; — 1 vertices onto edge j of &, j =1,...,l. Then
2 2 X WMs) 3> > WD
X BeBp(ax)Telp acs, 7%a X gz T€Tp(an) ()

Note that for any given i € N"~! we may have many @ € ¥, for which the set {7 : @ % @} is empty.
Recall the definition of £ from (1.8). The main result of this section is the following theorem.

Theorem 4.8. Fizd > 8, v € (0,1 A %2) and 6 € (0,(1 A %52) —~). There exists Lo = Lo(d,v) > 1 such
that: For each L > Lq there exists V = V(d, L) > 0 such that for everyr > 2, a € %, 1 € N3 R > 0,
and R € [-R, R)?r=3)d,

7 2r—3 _,1]2 (”j) 2r—3 1 2r—3 ‘H‘in_d
n . _ T2 p2r-3 2d \ J
N (o) <\/W> V24 Hl e +0 Z; s +0 Z} - : (4.7)

J

where A and v are the constants appearing in Theorem 1.12 and the constants in the error terms may depend
on r and R.

In view of (4.2) and (4.5) we have that

=X Y Y tven @+ 3 3w

a€¥r i 7550 ywx X BGBD fl f() TeTp

=2 RED DD e () + G ()

a€¥r 750 g%

(4.8)

The following Lemma 4.9 will be used to show that the contribution $ from degenerate trees gives rise to an
error term.

Lemma 4.9. For all k € [—m, x]"—Dd,
|05 (k)| < Cpllil|5°. (4.9)
Proof. Let | = l(@) be the number of edges in @. Applying (4.4) to D we obtain

tp(am)(0) < K. (4.10)
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Therefore, (4.6) implies that

Grk)[ < Y DK < Y AIGPET! < Gl (4.11)

acs, i aEL,

The second inequality holds since Zﬁ a5 Is @ sum over at most r — 3 temporal locations of branch points
which are not the origin, each of which must be smaller than ||| by definition. O
Recall that Ej is the set of edges of the unique path in « from 0 to leaf j. Then x; = 212;?3 Yluer;

and
2r—3 2r—3 r—1 2r—3

r—1
D kjoxj= Zk Z Yljcr,y = Z Y - Zk Lyegp;) = Z Y- KL =R -7, (4.12)
=1

where x; was defined in (1.8). Thus the first term on the rlght of (4.8) is equal to

DYDY e @ = D D D an @ = D Y Intan (® (4.13)
J%

a€¥, 7% X aCXr 7%5a ¥ a€¥r 750

This becomes clearer if we consider the case r = 3, for which there is a unique shape a (which we suppress
in the notation for N'), and a single branch point. If we denote the spatial location of the branch point by y
then

nl/\ng
/?nl ns) (k1, ko) = Z Z 'Lk1-x1ezk2-x2 Z EN (01 —n,mno—n) (y,x1 — Yy, X2 — ¥)
X1,X2 Yy (4.14)
=+ ¢ﬁ( )7

where informally one may think of (}53 as consisting of the n = 0 and n = n; A ny terms missing from the
sum over n. The first term on the right of (4.14) is equal to

(n1/\n2)71

Z Z Z 6i(k1'(x1—y)-i-kz'(xz—y)+(k1+k2)'y)tN(n7n1 nna—n) (y,x1 — Y, X2 — 7))

n=1 x1,X2 ¥y (4 15)

(nl/\ng

- nn1—n7n2—n)(ﬁlvl’€2aﬁ73)-
n=1

Recall from (3.2)—(3.3) and the fact that (. = 1, that we were able to express the critical 2-point function

- S well ¥ oww I oo

wio—x, 1=0 R, €T3 0<s<t<n
|w|=n

as

using the notation [[iy > g, T

Y OW(Re)-- > W(Re) ] 1+ Ual.

ROETW(O) RnETw(n) O§s<t§n

W (R;i) [To<s<t<n [1 + Ust] to represent

The product [ [[1+ U] incorporates the mutual avoidance of the branches R; emanating from the backbone w
(which is a random walk), and we analysed this product using the lace expansion. For higher-point functions,
the backbone structure in question may be interpreted as a branching random walk, with the temporal (resp.
spatial) location and ancestry of the branching given by N (7, ) (resp. ).
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Definition 4.10. Fiz N'(7i,a). We say that w is an embedding of N into Z% if w is a map from the vertex
set of N into Z® that maps the root to 0 and adjacent vertices in N to D(-) neighbours in Z%. Let Qn (i) be
the set of embeddings w of N into Z% such that the embedding w; of branch i has displacement v;.

We now generalise (3.3) to the r-point functions. For a collection of sets of vertices { Rs}scpr, define

~1, fRNR #£0

0, otherwise. (4.16)

Ust = U(R57 Rt) = {

Recall (Definition 2.1) that Exr = {st : s,t € N, s # t}. Also recall that a vertex s € N is uniquely described
by a pair (i,m;), where i is an edge in o and m; < n;. We write [[,cn D p.er o shorthand notation for

Ro€T,0) R1,1)€701,1) R1,2)€70(1,2) R(2r—3,n9,_3)€T0(2r—3,n9,_3)

It follows from (4.3) that

ten@ = Y. Ww]] Y. Wy [] 1+0l, (4.17)

weQN (¥) s€EN Rs ETw(s) bEE N

since any combination (w € Qn(7), {Rs}sew) such that the Ry are all mutually avoiding lattice trees,
uniquely defines a lattice tree T € TN(a,n) (7) and vice versa.

4.2 Application of the Lace Expansion

We now apply the expansion described in Section 2.3. Let

= > ww]] Z W(R)(H[1+Ub}>(1—H[1+U|,]>. (4.18)

weQN () SEN RseT (w(s)) beRe bER

Then by expressions (2.7) and (4.17) we can write

@ = >, Ww ][ > WERIEW) - @), (4.19)

weQN () sEN Rs€T (w(s))

where K(N) = [[,cre [1 4+ U,]. We will see shortly that @&(F{) is an error term. Another such error term

comes from
= > W]l > wr) IIv. (4.20)

weQN () SEN Rse€T (w(s)) reg}, ver

where b is the branch point neighbouring the origin and 5}(/ is defined in part 8 of Definition 2.1.

Recall the definition of a branch from the second paragraph of 2.1. Let 7, = (n1,n2,n3) be the vector of
branch lengths for branches incident to b and let G = G(N) C {2, 3} be the set of branch labels for branches
incident to b and another branch point of . Define Hz, (N) C Z3 and Hz, (N) C Z3 by

Hy, = {m: 0<m1§—,i:1,2,3}ﬂ{ﬁ’2:mi§ni—2,i€G}
_ 3 (4.21)
Hia, =({m:0<m; <mny, i=1,2,3}N{m:m; <n; —2,i€ G})\'H
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Figure 14: An example of graphs on N («a,7) with o € X5 a shape with edge labels shown at the bottom
and 7 = (3,4,4,3,6,4,3). The first graph contains an edge in R so contributes to #™. The second graph
does not contain such an edge but branch 2 is covered so this graph contributes to ¢°. In the third graph,
branches 2 and 3 are not covered, but ng —2>mo =2> 2 =3 24 and this graph contributes to ¢™.

Note from (2.17) that Hz, U ﬁﬁb = {m:my < ni,me < ng — 2I,mg < n3 — 2I3} and that this is empty if
n; = 1 for some i € G. Equations (2.14)—(2.17) give an expansion for K (N') which yields

= > W]l > w@) Y IS H (W S2()))
wEON (T) SEN Ro€T (w(s)) meHnb =1 (4.22)
+ R () + AR () — SR,
where

o= Y. W[ Do W) D J(S2(m) H (M\SAm)) . (4.23)

wEQN (V) seEN R,eT (w(s)) meHs, =1

See Figure 14 for an illustration of these definitions. In accordance with Definition 2.1, the first term on the
right side of (4.22) does not contribute in cases where b is adjacent to another branch point of N (which
implies that » > 4 and ng A ng = 1). For » = 3 there is only one branch point, b, hence quN( j) = qZ)N( y) = 0.
Lemma 4.11 below states that in fact for large 7_, = infi1<;<2,—3 1}, all the terms ng, ‘15/\/’ and QSN are error
terms, so the main term in (4.22) is

QN (o) () = ta () (7) — Ox () — SRA(T) + X (D), (4.24)
which is the first term on the right of (4.22). Taking Fourier transforms of (4.22) or (4.24) we obtain
En(7) = Qu(R) + BRe(R) + O3 (R) — BF(R). (4.25)

Lemma 4.11. The error terms defined in (4.18)—(4.23) satisfy

2r—3 3 3

S RkDI=0 Y i L oS L) Swr@=o> ], @

=1 ’I’L 1=2 ni2 g i=1 ni2
where the constants implied by the O notation depend on r.

The proof of Lemma 4.11 involves estimating diagrams and is postponed until Section 6.
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4.3 Decomposition of Qs

In this section we show that Q) can be expressed as a convolution of a function 7 ; and functions ¢ys;, where
the NV are network shapes with «; € ¥, and r; <71 for j =1,2,3. This permits analysis by induction on r
and ultimately we prove that CAQ A~ can be expressed as a Gaussian term plus some error terms.

We first define the quantity 7,;(«) and then the constant V' appearing in Theorem 1.14. We then
state some bounds on the function 7 ;(#) in Proposition 4.13 that are the main ingredient for the proof of
Theorem 1.14. The proof of Proposition 4.13 is postponed until Section 6. The convolution expression for
Qn (Y) appears in Lemma 4.14, and the corresponding expression for the Fourier transform appears in (4.39).
Finally we express Q A as a Gaussian term plus some error terms in (4.40). These error terms are bounded
in Section 4.4.

Definition 4.12. Suppose S; is a star-shaped network of degree A € {1,3} defined by branch lengths M as
in (2.18). Let ii € Z9?. We define

ma@ = > Ww [ Y. WER)I(Sy), (4.27)

WGQSM(Q') iESM RiETw(i)

where S[—M;, M;](1@0) is empty if up, # o (k # i,j) and otherwise is the set of embeddings of S[—M;, M;]
into Z¢ such that the first, (M; + 1), and last vertices of S[—M;, M;] are mapped to u;, the origin and
u; respectively. Similarly S[0, M;|(@) is empty if u; # o or up # o (j,k # i) and otherwise is the set of
embeddings of S[0, M;] into Z¢ such that the first and last vertices of S[0, M;] are mapped to the origin and
u; respectively. Finally S5(i) is empty if any u; # o and otherwise is the map of the single vertex Sz to the
origin (whence 75(1) = p(0)I{i—g))-

By (2.10) we can write

-y Y IIv I h+on

N=1LeLN(s&)bel  b'eC(L)

o (4.28)
=> DY Z [Tv) II n+u,
N=1 LeLN(S beL b/eC( )
so that for M # 0, = () = >N (= nY ]]\VZ(E) where
(@)= ) > W ] Z W(R)H( u) [ +0) (4.29)

LeLN SA)WGQSA @ i€S% RieT (w beL b'eC(L)

Note that 7 (i) > 0 since —U, > 0. We also define
3
ve 2, 2 2 ma@ [IpeDlu—v) =p2 ) ) my (@ (4.30)
Mezi weZ3d gez3d i=1 0T

The following Proposition is proved in Section 6 and is the main ingredient for the proof of Theorem 4.8.

Proposition 4.13. There exist C > 0 (independent of L) and By (M) such that for N > 1 and q € {0,1},

D JuPr (@) < (N?0|| M [|oo) By (M), (4.31)

ueZ3d
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where @ = (uqy,ug,us),

00 _ 32— 1/2

3 Byl < T 193 and

N=1 jj:0M;>n, [nj] 2

o 10-d\ (4.32)
— — o 2 )

Z N2 Z |M||oo By (M) < C {Hn|oo ) Zfd # 10

N=1  jj<i log [[n[|oo, if d = 10.

Given M € Hy, (such that S CN), 7€z and ¥ € 23 we define N7 = N (M) = (N \ S;3)s
(see Definition 2.10). We write B N for the set of labels of branches in N, C N that were not incident to
the branchpoint b neighbouring the root in N, and y; for the vector of y; such that j € B N Then we define

gm‘ = (yl - Uiayi)' (4'33)
Lemma 4.14. For j € Z(*=3)4 gnd if € N2 =3,

Z Z 7rM H Z D(v; — ui)t_/\/; (%,) (4.34)

MeHz, U

Proof. First from (4.22) and (4.24) we have
3

= > Y W] Y. w@)ISA) [EW). (4.35)

MeHﬂ weQN(Y) SEN Rs€T,,(5) =1

However, as in the proof of (3.6) for the two point function, we may split up the branching random walk
w € Qu () into 4 branching random walks (some of which may be empty) to obtain

3
Yo W => > Ww]][D reDwi—w) Z W (w;). (4.36)

(UEQN(?;) s WEQS]V{(ﬁ) =1 v wZEQ z)

Trivially,
3
I > wwo=1] >, WRI[] II D, Wk, (4.37)
SEN Rs€T,(5) s€S5; Rs€T, () z:lseN Rs,€T,,.(s,)

where the products of the form s € N~ are products over vertices in the network shape N .
Since by definition, N~ and Sy; are vertex disjoint (i.e. have no vertex in common), equations (4.35)-
(4.37) show that Qar(a,m)(¥) is equal to

2.2 2 W Il > weyisy | x

MEHﬁb 7.7: wGQSM(a) SGS R:;ET (s)

3
[1> peD(wi —ui) Z Ww) [[ Y. WERHKW,) (4.38)

=1 v; leQ z) s, EN; Rgz €7,. i (si)
Z ZWM HPCZD i — U t/\/ (y’l)i)7
MGHﬁb i Vi
as required. O
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Given & € [—m, 7?3 we let K® = (K1, Ko, k3), and K7 denote the vector of x;, for branches i of /\/'j_ (labels

inherited from N'). Then

7=1
It follows from Lemma 4.14 that
o~ 3 o~
Qv = > 7 (7)) [T peDsy)in; (7))
ﬂEHﬁ Jj=1
b
Finally we write
2r—3 2
Qn(R) = V=2 T] Aem2amo™ + £P(R) + EX(R) + EF(R) + &7 (%),
i=1

= Y (H(f?(m)—l))pi 2 o) T ().
IeH

Ec{1,2,3} \I€E ; j=1
E#0 b
) 3
0= 3 ~ (=2~ (& > (e
i@ =pt Y (Fa®) - 750) [Tin (),
]\ZGHﬁb J=1
3 2r—3 "l2 )
ind/z\ _ 3 ~ A n — -3 _ oL
EPUR) = p Z 7,7 (0) H N; (m;) —-Vr H Ae—2amo™ |
MGHﬁb J=1 =1
2r—3 2 )
YR =V [ Ae2amevpd S 745(0).
1=1

M¢Hsz,

(4.39)

(4.40)

(4.41)

The first term is obtained by writing 15(/-@]-) = (1 + (ﬁ(/ﬁj) - 1)), the second is obtained by writing 77 (7°) =

7,7(0) + (73 (8?) — 7,7(0)) ) and so on.
( )

4.4 Bounds on the &,

In this section we prove bounds on the quantities (4.41), as stated in Lemma 4.15. All of these terms will
turn out to be error terms in our analysis and in general rely on estimates for 7 ; () such as those appearing

in Proposition 4.13. Each term except £ will also use naive bounds of the form appearing in (4.4).

Using (4.32) with n; =1,

S lEa@E) =33 S 7@ <3N By(M) < 0p*
N i

M#0 N=1pj0 @

(4.42)

where the constant C' is independent of L. In particular since 7?6(6) = p(o), this proves that V = p(0)p? +

05>~ %),
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Lemma 4.15 (£ bounds). For all &,

3 3
S . 1
EPR =02 k|, EE=0) —= (4.43)
j=1 j=1mn.?2
. =b|2 2 —*boo if d 10
) — o (IpalIc= ) ifar )

O (|R*2o?log [|n]|s0) , if d =10,

Proof. For | ¢ E we bound H?Zl %\Nj (K7) and 35 %M(Eb) by constants using (4.4) and (4.42). This leaves

us with
EZ@I<c > ] aky.

Ec{1,2,3} jeE
E#£0

For each nonempty E we may bound all but one of the a(k;) by 2, giving |E2(R)| < CZ?zl a(kj). In
particular since a(r;) < 2 this quantity is also bounded by a constant C’. If ||r;|lc > L™, then there exists
a constant ¢ > 0 depending only on C’ such that C’ < ¢||&?||2L? as required. If ||x;]00 < L L this bound is
obtained from (3.20). This proves the first claim of the Lemma.

For the second claim, we bound each exponential in the definition of £ (4.41) by a constant, leaving

Y@ <C Y |70
M¢H

Next we observe that M € Hgp only if M; > % for some j € {1,2,3}, or nj < 2 for some j. In the latter
case, the required bound is trivial, while in the former case it follows from Proposition 4.13.
For the last claim, we bound the ¢y by a constant and apply (3.31) (Wlth 3d rather than d) with

Rt = (K11, s Ki,ds K215 - -+ K2,d, K3,1,- - -, K3 ,4) to bound the difference 7?]‘7[(0) %M(R’b). In doing so we
obtain

~ = ~ b2 ~

#5(0) - (@) S CIRP Y Jul? [F (@) (4.45)

weZ3d
This gives us
0z =b|2 2|a (5~
edml<c SRS [yl [fu@). (4.46)
M<iib uez3d
Applying Proposition 4.13 we obtain

d
. , b2 2| b Vo) .
<O S oI By (T < o { PRI it 4 10
£ 17?202 log ||| if d = 10
i<t K og ||1° || o, i ,

(R)

(4.47)

as required. 0
It follows immediately from Lemma 4.15 that

N 3
EP(w) (%) —0 (W) -0 (Zﬂj’ﬂ , (4.48)

and
) o[ FEEIET g
€g< = ); o ’ | (449
Vooin o (%) : if d = 10.
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4.5 Proof of Theorem 4.8.

We prove Theorem 4.8 by induction on r (or equivalently on the number of branches 2r — 3 in N). For r = 2
recall that A = A’p(0), so (as in the proof of Theorem 1.12) we have by Theorem 3.7 and Lemma 3.9 that

~ K k2 nq K/in 1
N L :Ae_Zdn+O< >+o — . 4,50
o () % = (430

with the error terms uniform in {x € R?: |x|?> < Cglogn;}. This yields the required result for r = 2.
Now fix r and N' = N (a, i) with a € ¥, and @ € N> =3, and assume the theorem holds for all r; < r.
By (4.25) and Lemma 4.11, we have that

5 . 2r—3
~ K ~ K 1
tn < > = QN < > + 0O E ey
Vovoin Vvo?n P nldzs

.42 n
Next from (4.40), (4.48)—(4.49) and (4.43), we have that Qur ( ) is equal to V"2 " Ae~2an plus

the error term (4.49) plus

R
Vvo?n

; K 23‘71 K3 L1
gxd < i > +O0(=—|+0 —=
Vuoin n ; n;%s

Since § < ¢ 8 A1 in the statement of Theorem 4.8 we have 10 dv (0 < 1—¢ and these error terms satisfy

the error bounds of the Theorem. It therefore remains to show that S%Hd ( \/%) is an error term of the
vo“n

required type.
From (4.41) we have

- 3 2r—3
ind K _ .3 ~ R > r—3 i
(o) =2t X 70 i () v D™ ) s

If Hy, = 0 then S%nd = 0. By the induction hypothesis applied to r; < r, we have

,l_q:* H*Qn* 1 |_’>'f‘2 fl(l_é‘)
f_( j ) vt [ e o 3 g o | 3R L G
N; 2 %xd=8 ’ '
T \Vvotn IeB, 1B, ny I€B, "
] J J

where the sums and products are over branch labels of branches in /\fj_. For M € Hy,, for every j € {1,2,3}

we have % < nj; < ny. This enables us to replace nj by n; if necessary in the error terms of (4.52).

Additionally since M & Hjy, we have r = Zf’zl(ri — 1), or equivalently Zl 17 =1+ 3 (see Figure 15) and

3 —»* 2r—3 2 3 2r—3 1 2r—3 | |2
H%\ ( > :VT—3A27“—3 H e zd H 2dn +0 Z = +0 ( >
j=1 ‘/UUT 1=4 j=1 =1 n; % =1

(4.53)

2
A

Thus, H?Zl f/\/j (m) Ve 3H2r 3 Ae= 3 is equal to
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Figure 15: An illustration of the relation Z?:1 r; = r + 3 resulting from the decomposition of a network A/
into V;, when M e Hji,. The 3 extra vertices generated by this decomposition are indicated.

2r—3 2 2(77, 3 Kan 2r—3 1 2r—3 ‘ ‘2 1 6)
J
Vr—3A2T—3 H - an H _T H e 2dn +0 Z 8 +0 (Z . (454)
=4 j=1 =1 n;*
Next using a telescoping sum and the inequality e=* — et<C (b —a) for b > a > 0 we see that
3 2 3 2 3 2 2 2 20, . .
K< (n;—M;) KEng KGN K7 (np—My) Kim K5 (nj—Mj)
[[e " [ a0 | =3 ([ % [e oy } I
3 2
K
<C Ly, — =C
- lz_; 2dn [ = (m Z 2dn

Collecting terms and applying Proposition 4.13 we have

- 2r—3 2% _3 9 1 5)
ind K 3 N 1 ’ ‘
6ﬁ <m> =P ZanZ Z WM(O)Ml+O Z % +0 < )

N Hi =1 n
e : (4.56)
=0 (Y —=——L—)+0(> 4= |+0
I=1 n =1 n;*
Since 1 — § > mT—d V 0 these are all error terms of the required form, and the proof is complete. O
4.6 Proof of Theorem 1.14.
From (4.8) and Lemma 4.9 we have
oo () = 5 % oo () 80 (i
t - = t = + =
[nt] < O-QUn) a;ﬂ(%:ﬂ N (o,7) >2on ¢LntJ 20n
S (4.57)

-5 5, () o)

a€X, 5% |_ntJ

40



with # = 7(a, k) as defined in (1.8). Theorem 4.8 may be applied to the first term, giving

) 2r—3 ,,{5 <"j) 2r—3 1 2r—3 ’E‘infé
T r—2 A2r—3 24 \ J
tw< ) > ¥ e TeF oY )0 X 1
« r:g\]L;’:‘th J= J= ] J= (458)

o (T2
n

Considering the first error term, note that

C
DI S S I 2D DI DI SE—

~ ~ 2 ~ ~ ~ 2 2 ~
79 nE) 1 A% nk): M A% (k) 1 mlelles 3%k 7 Int]llod  aeint):
i= 1nE oo
n->7

n;< Il LntQJ lloo n;> | LntQJ lloo

Y Y IR <o R + e

mellntllice 2 oy ).
=T n;=

IN
—

(4.59)

0 ~
where if d = 10 we interpret the quantlty ||t Hoo “v0) as log(|nt]). In the last step we used the fact that
since |nt] is fixed, the sum over 7 <% [nt] : n; = m is a sum over temporal locations of r — 3 branch points.
Since |X,] is a finite quantity depending only on r, the first error term in (4.58) is

1
n 2
o(5%)

where the constant in the error term depends on r and .
The second error term in (4.58) is

|H|2 1-6 . Ezg;ms
D3 ( >:n 2O<| il ) w6

aGEr nv-) LntJ

where we have used (1.8) with /{2 <(r—-1)XC (k Lieg; ) .
The third error term is already of the form n"" 2(’)( ) where the constant depends on t. Thus it
remains to show that for each o € 3.,

-3 7,3 j 2r—3 2 1
S e () r2/~ I~ des—cf)(né), (4.61)
A% nt): J=1
ﬁ€N2T73

where the constant depends on t, 7 and K. We rewrite the left hand side as

2r—3 ,K2 j 2r— 3 _(a)gs_
n’“*2 Z I e = (%) / 5 ds. (4.62)
& nk): J=1 Ry(e) j

,ﬁ:eNQ’I‘—3



Observe that the left hand term inside the absolute value is the Riemann sum approximation to the integral
on the right, with the approximation breaking Ri(«) into cubes of side %, and the error in the approximation
arising from boundary cubes. The set Ri(a) is a convex r — 2 dimensional subset of R?=3. As such there are
at most C1n"~3 boundary cubes in the discrete approximation, each of volume ﬁ, where (] is a constant
depending on ¢ and r. Since the integrand (and summand) is uniformly bounded by 1, the contribution to
the left hand side of (4.62) from the boundary terms is O (1) where the constant depends on t and r. Within
each cube of side % we have, for all §in that cube,

2r—3 _,@2 ]) 2r—3 Ngs ‘/{‘2
2d n _ —
H e H e =0 < " > .
j=1
Using n <(r—1)>7C (k:jIleEj)Z, this verifies (4.61) and hence proves the Theorem. O

5 Diagrams for the 2-point function

Proposition 3.6 was needed to advance the induction argument for the 2-point function in Section 3. In this
section we estimate various diagrams arising from the lace expansion on an interval (star-shaped network of
degree 1) and prove a more detailed result, Proposition 5.1. We first introduce some definitions and notation
that will be used throughout this section, and prove various lemmas giving bounds on the building blocks of
the diagrams for the r-point functions. In Section 5.1 we prove Proposition 5.1 assuming Lemmas 5.4, 5.6,
and 5.7. Lemmas 5.6, 5.7 and 5.4 are then proved in subsequent sections. Throughout the remainder of this
paper, unless otherwise specified, C denotes a constant that depends on d and K but not on L, m, z, or N.
It may change from place to place without explicit comment.

Let mp(z;¢) be defined by (3.5), with U given by (3.1). Recall that mo(x; () = p(0)Iz=0, and writing
Ust = (—1)(—Ug) in (2.10) we have for m > 1,

)= DY Y S ww ][ S we [[-va T 0 Ul (5.1)
N=1 LeLN (0.m) 0= =0 Ri€T,,(;) steL st'eC(L)

|w]=m

The sum over N is finite, since a lace on [0, m] can contain at most m bonds. We define

m@Q)=¢" Y S W@ Yo w) [[1-val [T [0+ Ul (5.2)

LelLN ([O m}) “’J T;’ﬂf i=0 RiETw(i) stel S/t/EC(L)
and from (5.1) we have for m > 1 that 7, (7;¢) = S %_; (=1)V 72 (z; ¢) and hence |7, (z;¢)| < 5 7l (5 €).
Therefore, when [ is sufficiently small, Proposition 3.6 follows immediately (by summing over N) from the
following Proposition.

Proposition 5.1. Suppose the bounds (3.24) hold for some z* € (0,2), K > 1, L > Ly and every m < n.
Then for that K, L, and for all z € [0,z*], m <n+1 and q € {0,1,2},

N
2q C 2—%
Dl (e ¢) < i ( f_4 ) : (5.3)

m 2 ¢
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b X+y b X b y
g my
a N\ X a y a X
m ml ml

Figure 16: Feynman diagrams for M,gll)(a, b, z,Y), Amims(a,b,z,y) and Ay, o(a,b,x,y). A jagged line be-
tween two vertices u and v represents a quantity Ay, (v — u). A straight line between two vertices u and v
represents the quantity p(v — u).

where ¢ = z(p(o)p.) ™!, the constant C = C(K,d) does not depend on L, m, z, N, and where v > 0 is the
constant appearing in Theorem 1.9.

Define hy,(u) = hy,(u; ) by
Cp2(D # ty o x D)(u), ifm>2
hm(u) = < (peD(u), ifm=1 (5.4)
I{u:o}7 if m=0,
where to(u) = p(0)I{y—o}-
Definition 5.2. For g € {0,1}, m € Z; we define spm () = |2|*hy(z). Forl > 1 we define Sgl)ﬂ),(j(l) (x) to
be the l-fold spatial convolution of the sm,; q;-

Definition 5.3. Forr € {0,1}, let ¢(x) = |2|*"p(x). Forl e {1,2,3,4}, let <Z>g()l)(:c) denote the l-fold spatial
convolution of the ¢, (whenever this exists for all x), and define ¢\ (z) = Tip—oy-

Lemma 5.4. Let] > 1, and k € {0,1,2,3,4}. Let m®) ¢ Zﬂr and m = 22:1 m;. If the bounds (3.24) hold for
1<m<nandzc|0,2] then for allm < n+1 and z € [0,2], and for all ¥ € {0,1}* such 2(k+2f:1 ri) <8,

C 3>
l k N ri i ri l l i i
HSE_T'L)”)@(U * (ﬁf?(lz) Hoo < mz Gty JO'Q(ZQ +> J)j, and H$7(ﬁ)(l)7(j‘(l) Hl < Clmzq 022‘1 . (55)
m- 2
Definition 5.5. Let
M (a,b,2,y) = h(z — a)p® (z +y — b), (5.6)
and
Bony (Y — @)y (2 — y)P(Q)(b —x), mg#0,
Am1,m2 (Cl, b, x, y) = ! 2 ) _ (57)
b, (x — a)p(y —x)p' = (b—y),  ma2=0.
We recursively define
N N-1
Mr(ﬁ )(a, b,z,y) = ZAm”m(a, b, u, v)M((mS,_..)7m2N71)(u,v,a:,y). (5.8)

u,v

The diagrammatic representation of these quantities appears in Figures 16 and 17.
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u Ux=Uy u u Ug

Xty

W,
a \ 4 Vv u u \ u =
u, 2 3 6 7 5 10 Uq1=u 1o

Figure 17: An example of an “opened” Feynman diagram, M:ﬁ?) (a,b, x,y) arising from the lace expansion.
The jagged path from 0 to = represents the backbone.

Lemma 5.6. Set ug = a and uony_1 = x. For every N > 2,

2N—1
M%N)(a,b,w,y)zzm Z [H hmi(ui—uil)] Z p(v —b)p(uvny — (z +y))x

UaN—-2 L =1 V1,..,UN
I > etw - w-1)p(vigz —wi)p(vL —wi)| X
1>2:m;=0 wy (59)
1T (P(Ué — )l eveny + P(Vigs —w) Iy odd})

1<I<2N—2:
my,my4+17#0

N-1
- Z M((ml,...),mzzv_B) (a,b,u,0) Ay n 1 man—o (T, Y5 U, V).
u,v

We also make use of the following notation. Let
2N -1
H% = {T?Z S Z%_N_l : Z m; = m, ma; > O,mgj_l > O} . (510)
i=1

For general N > 2 we let

2 2
E%:{nﬁe?-t%:mg—l—mlggl}, Fﬁ:{n‘ieHﬁ:mQN_g—l—mgN_lS?}, (5.11)

and for N = 2 we also define
G%nz {TﬁEH?n : (ml\/mg) STI’LQ} (5.12)
Note that for N >3, EN U FY = HN and for N =2, E2, U F2 UG?, = H2,.

Lemma 5.7. For q € {0,1,2} and N > 1,

S lePrrl@se) < S0 S eV (0,0,2,0). (5.13)

z meHY

Observe that there are two disjoint paths in the diagram M%N)(a, a,z,0) from a to x (each having

displacement & — a), corresponding to taking the uppermost path and the lowest path. In the opened
diagram M%N)(a, b, z,y), the corresponding uppermost path may be from b to z or from b to x +y depending
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on m. Similarly the right endpoint of the lowest path depends on m. We define Z = Z(m, z,b,y) and
z = z(m, z,a,y) by

_ x—>b , if #{mg; : mg; # 0} is odd r+y—a ,if #{mgj:mg; # 0} is odd
= ; z =
x+y—>b , if #{mo; : mg; # 0} is even r—a , if #{ma; : ma; # 0} is even.
(5.14)

5.1 Proof of Proposition 5.1

In this section we prove Proposition 5.1, assuming Lemmas 5.4 and 5.7. We prove the three cases ¢ = 0,1,2
separately.
Case 1: ¢ = 0. Our induction hypothesis is that

2— 82\ N
ST sup Y M (a,0,2,y) < % (5.15)

mEHNaby z m 2

In view of Proposition 5.7 with ¢ = 0, this clearly implies Proposition 5.1 with ¢ = 0.
For N =1 note that

s.upZM1 abxy)—suth (2 —a)pP(z+y—b)

aby aby

(5.16)
=sup Z hon (2)p P (x +y —b+a) = sgpz han () p@ (z + 2).

oy
Applying (5.5) with [ =1, k = 2 and all ¢; = r; = 0, this is bounded by OB 1 as required.
m- 2
For general N, we consider separately the contributions to (5.15) from EY and FY, and in the case

N = 2 also the contribution from G2,. By (5.8) we have

Z supZMN (a,b,z,y) = Z Z Z supZAmth(abuv)

b b
mEEN @Y m1<—m2<——m1 m E'H @

(m1+m2)

X supZM(fY )(u,v,x,y)

= Z Z supZAml,mg (aa b?“?”)

1§2ﬂm2§2ﬂ_m1 AL TRY (517)
X sup Mﬂ, (v 2, y)
2 D
M EH 1~ (1 +mg) !
6v
052—7 N—-1
< Z supZAml,mQ(a b, u,v) ( ) I

e s (m — (ma -+ m2))
where we have applied the induction hypothesis in the last step. Since mqi + mg < ZTm

summing over, the last line of (5.17) is bounded by

3d2 (Cﬁ _74) Z Z SUPZAml ms (@, b, u, V). (5.18)

m1<27n <27n —m1 ab u,v

in the range we are
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Finally we split the sum over mg into the two cases ma = 0, mo > 0 to get

Z Z sup Z Apy o (a,byu,v) = Z sup Z Bom, (1 — a)p(v — w)p? (b — v)

m1<—m2<——m ab u,v m1S2m a,b
+ Z Z suthml(v—a)h,m(u—v)p@)(b—u)
m1<2m 0<m2<——m1 b u,v
Cp~d CprT 6u
S D D S
m1§% ml m1<—0<mz<2m —mq [m1+m2] 2

(5.19)

where we have applied (5.5) with all ¢; = 7; = 0 in the penultimate step and the fact that d > 8 in the last
step . Combining (5.17)—(5.19), we get the desired bound

-
Z SupZM(N (a,b,2,y) < M. (5.20)

meBN @bV g mo2

m

Similarly using the symmetry of M%N) (in the form of the second equality of (5.9)) and writing n; for

maon_1 and no for mon_o we get

Z supZM (a,b,x,y) = Z Z Z supZAmmxy,u V) X

a,b R
meFrN Yo n1<—n2<—7m G'Hﬁi il —ng Yo (5 21)
-1)
sup E Mﬁ, (a,b,u,v").
a,b,v’

u

Using translation invariance of A, n,(z,y,u’,v) we proceed as in (5.17)-(5.19) to get

Z supZMN (a,b,z,y) < ———5—,

mEFNavbvy x m 2

as required.
It remains to prove the bound (5.15) for the sum over 17 € G2,. Note that in this case mg # 0 and so
Mg) (a,b,z,y) is equal to

DD (b = )y (1 = @)y ) (v = Wy (@ = 0)pP (@ + y = w). (5.22)

We break the sum over m € G%n according to which of m; and mg is larger and note that mg = m—(mj+ms).

By symmetry of Mr(ﬁz)(a, b, x,y) and translation invariance we have

Z supZ:ZW2 (a,b,x,y) <2 Z Z supz:]W2 (a,b,z,9)

€G2, aby g mg<F mi<ma: @by g
m—mi>ms

<2 Z z supr (u)hm_(ml+m3)(v—u)x (5.23)

m3<— mi1<mas: by u,v
m—mi>ms3
supE P (x )(x—i-y—u)
T
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where in the last step we have subtracted a from each vertex and correspondingly changed variables (i.e. we
have used translation invariance). This is bounded by

2y ) (sgpz P (b — 0)huy (Wi (my ) (0 — u)) ( sup > g (@ = o )pP (@ 4+ y — u,)> .

!
m3<— m1<m3 yyus,v xT
m—mi1>ms3

(5.24)

Applying (5.5) to both terms in the brackets, (5.24) is bounded by

062—% C«B2—4— 62—— 1 062—7 2
DS m S Y Y m e Y g

ma<Z mi<ms: (m —mg) 2 mg? ms< mi<ms mg?> m 2 ma<Z mg?
m—mi>ms3
and we have the desired bound since d > 8. This completes the proof of Proposition 5.1 for ¢ = 0. 0
Case 2: ¢ = 1. Our induction hypotheses are that
20032~ % \N
> s S EPME 0,9 < TP
AeHN “0V g mo2
o (5.26)
a*(Cp* )N
Z supZ\z\ M (a,b,z,y) < —6.
meHN by g m-z
In view of Lemma 5.7 with ¢ = 1, these clearly imply Proposition 5.1 with ¢ = 1.
For N =1, the first statement of (5.26) is
2 28\ N
o (C d
supZ]m—i—y—b[ hom, (m—a)p(z)(x—i-y—b)g(#j). (5.27)

aby ", m- 2

Writing p®(z +y —b) =3, p(u — b)p(x +y — u) and using |z +y — b|?> < 2(Ju — b2 + |z +y — u|?), (5.27)
is bounded by

QSuchbl u—"0b)p(x+y—u)hp (x—a)+25up2pu— b)p1(x +y — u)hp(z — a). (5.28)

aby a,b,y g
Applying (5.5) to each term with [ = 1, k = 2, ¢ = 0 and exactly one r; = 1, (5.28) is bounded by
0'2(0,327%)7717% as required. The second statement for N =1 is
o2(C B2~V
sup 3 | — Pl — a)p® a4y — ) < TP (5.20)
aby m 2
which follows immediately by applying (5.5) with [ =1, k=2, ¢; =1 and all ; = 0.
For the inductive step, for each statement of (5.26) we break up the sum over m € H. into sums

over m € EN, m € FN, and when N = 2, also m € G?2,. For the contribution from m € E,J,\{ we write
1z12 < 2(|za]? + |2 |?) where

(x —u,u—0b) , if #{ma; : ma; # 0} is odd and my > 0

(ear 3a) = (x+y—uu—">b) |, ?f #{ma; : mo; # 0} ?s even and mg > 0 (5.30)
(x —v,v =) , if #{ma; : maj # 0} is odd and my =0
(x+y—v,v—>) , if #{mg; : mg; # 0} is even and my = 0.
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Thus

Z supz |§|2Mr(ﬁN)(a,b,a:,y) <2 Z sup Z 1242 Ay ms (a, D, u,v)Mr(ﬁjyfl)(u,v,x,y)

meE'r]r\i (,l,b7y €T meETIX a7b7y Z,U,v

) v (5.31)
+2 Z sup Z Aml,mz(a7 bv U,U)|ZM‘ Mm/ (u,v,x,y).
ﬁLGETJX a7b7y x7u7v
As in (5.17) the first term on the right of (5.31) is equal to
C 2-8v\N_1
2 Z Z supz 1Za2 Ay ms (@, b, u,v) (CF ) e
<28 gy <2 O (m — (m1+ma)) 2

e (5.32)

m a?

(CIB2—%)N71 _ 9
SCT Z Z SU£Z|ZA‘ Aml,mg(a, b,u,v).
2 u,v

m1§27m mzﬁ%”—ml

We now proceed exactly as in (5.18)—(5.20) except that we use (5.5) with exactly one r; = 1 (instead of all
r; =0 as we did in (5.19). This yields an upper bound on (5.32) of an(CﬂQ_%)Nm_%.

For the second term on the right of (5.31) note that by definition, z); is either z’ or 2/, the displacement
of the upper or lower path of MWV =1(u,v,z,y). We proceed exactly as in (5.17)—(5.19) except that the

induction hypotheses give a bound

B 325 )N-1
) sup 3 JemPMOY D o, y) < T

€M (my+mg) N-1 Y T (m = (my +m2)) 2 (5.33)

2-Sv\N_1
S Uzm (CB - ) d—4 7
(m—(m1+ma)) 2

which contains an extra factor of o>m compared to that appearing in (5.17). We now proceed exactly as in
(5.18)—(5.20) to get a bound on the second term on the right hand side of (5.31) of 02m(062_%)Nm_%.
This verifies the induction step for the first bound of the induction hypothesis (5.26).
As in the ¢ = 0 case of Proposition 5.1, the bound
2(032—%\N
_ N o (Cp~ 4
S sup > [EPMLY (a,b,2,y) < o(CF” )T (5.34)

,rﬁeF’,]T\L[a:bvy x m 2

follows by symmetry.

When N = 2, the contribution to (5.26) from m € G2, is easily bounded as in (5.23) by applying (5.5)
with exactly one of the ¢; or r; = 0. This gives the desired bound of 02(0527%)27717% as required. By
induction, the proof of Proposition 5.1 for ¢ = 1 is complete. O

Case 3: ¢ = 2. Our induction hypothesis is that

7 0_4 0527%’ N
Z sup Z 12‘212‘2M153N)(a7 byz,y) < %‘ (5.35)

T?LEHTNn a7b7y x m 2

In view of Proposition 5.7 with ¢ = 2, this clearly implies Proposition 5.1 with ¢ = 2. The proof of (5.35) is
very similar to the proof of (5.26) so we just present the main ideas.
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The N =1 case follows from (5.5) with [ =1, k =2, ¢ = 1 and exactly one r; = 1. To bound

> supZ\Z\ 2PM5 ) (a,b,2,y), (5.36)

mEEN El 7y x

we use the expansions [Z|2 < 2(|- |2+ |- |?) and |z|?> < 2(| - |?> + | - |?) yielding 4 terms instead of the two in
(5.31). One such term is

42 sup > [Zallzal Amyna 0, b )M (w0, 2, y), (5.37)

EEN ’ ’y:ruv

on which we use the ¢ = 0 case of Proposition 5.1, and (5.5) with ¢; = 1 and exactly one of the r; = 1. For
two of the remaining three terms arising from (5.36) we use the ¢ = 1 case of Proposition 5.1 and (5.5) with
exactly one of ¢g; =1 or some r; = 1. The remaining term arising from (5.36) is

4 Z sup Z Ay s (a,b,u,0)|Z 22 M(N 1)(u,v,ac,y), (5.38)

eE]\f aybvyxuv

which we bound using the induction hypothesis and (5.5) with all ¢;, 7; = 0. Collecting the 4 terms we obtain
the bound .
ot 062—7” 2
> sup 3 EPLP M (0 bny) < (5.30)

GEszyx m2

m

The contribution from 77 € FY also obeys the bound (5.39) by symmetry, while the contribution from
m € G2, when N = 2 is handled as for the ¢ = 1 case of Proposition 5.1 except that we have exactly two of
the ¢;,7; equal to 1 when we apply (5.5). This completes the proof of Proposition 5.1 for ¢ = 2, and hence
completes the proof of Proposition 5.1. O

5.2 Proof of Lemma 5.6

For the first equality of (5.9), we prove the result by induction on N and leave the reader to verify the easiest
case, N = 2 (consider the two cases mg > 0, my = 0).
For N > 3, if mg > 0 then by inserting (5.9) for N — 1 into (see (5.8),

quﬁN)(av b,x,y) = Z Aml,mQ (a, bvu2au1)M(N_1)

(m37"'7m2N71 <u27 Ul, aj’ y)

u2,u1

we see that M&N)(a, b, z,y) is equal to

Z (hml(ul — a)hp, (ug —ul)Zp(vl — b)p(v% — Us ) (Z Z [ H i—uil)] X

u1,u2 ugN—2 L i=

Z p(m%a —up)p(vny — (x +y)) H ZP(’wl - ul,1)p(vl+72 - wl)P(Ué —wp) | ¥ (5.40)

V2., UN 1>4:m;=0 w;

H (P(U% — w)I( even) + P(Ul+73 —up) Iy odd}) ) :
3<I<2N-—2:
my,my170

Reordering the sums and using the fact that mo > 0, this is precisely the right hand side of the first equality
of (5.9) in the case mgy > 0.
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If mg = 0 then by inserting (5.9) for N — 1 into,

MT(?LN) (a7 b, x, y) = Z Am1,m2 (a, b, uq, w2)M((r]7js, 1),m21v 1)(u1’ w2, T, y)
uL,Ww2

we have that MT%N) (a,b,z,y) is equal to

Z Z < a)ho(ug — uy Zp v1 — b)p(wg — ul)p(v% — w2)> X

uy,Wwe U2 v1

<Z > [ H Uil)] Xy p(vze2 —wa)p(on — (z +y))

ugN—2 L i=

H ZP(’wl —u—1)p(vigz —wy)p(vy —wy) | X H (P(’U% — )l eveny + p(vizs —w) I odd}) )

1>4:m;=0 w; 3<IK2N—-2:
my,my417#0

(5.41)

Reordering the sums and using the fact that mo = 0, this is precisely the right hand side of the first equality of
(5.9) in the case my = 0. The second equality is the same by symmetry of the expression for MT(?LN) in the first
equality, by considering the cases moy_o > 0 and mony_o = 0 and separating the terms ! = 2N —-1,2N—-2. []

5.3 Proof of Proposition 5.7
We prove the stronger result that
mon(@;¢) < MM (0,0, 2,0). (5.42)

m
neHN

Recall the definition of 72 (z;¢) from (5.2).
For N =1 there is only one lace L = {Om} on [0, m] and every other bond is compatible with {Om}, so
by (5.2)

)=¢" > W(w H > W(R)[~Uom] [] 1 +U)]

“'Uw(":_’nii 1=0 R, €T,,(; b£0m
L (5.43)
=3 W(R) > W(RW-Uonl (<" S W w(r) I] 1+0i)).
Ro€To Rin€T, wio—w z:1 Ri€T, ;) b£0m

|wl=m

Note that everything in this expression is non-negative. Now —Uom = I{rynR,, 0} SO 7l (z;¢) is nonzero if
and only if there exists v € Z% such that v € Ry N R, and therefore

ST W(Re) Y WR)[-Uoml <> Y. W(Ro) > W Zp p(v — ) (5.44)

ROG% RnLe,]—:c v ROG% ) RmeT

If m = 1 then the term in brackets in the last line of (5.43) is (p.D () as required. For m > 2, [, 4, [1+0;] <
[T1<s<t<m-1[1 + Ust] and letting y1 (resp. y2) be the location of the walk w after 1 step (resp. m — 1 steps)
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0 X

Figure 18: The Feynman diagram corresponding to the lace containing one bond. The jagged line represents
the quantity hy,(z), while straight line between 0 (resp. z) and v; represents the quantity p(vi) (resp.

plz —w1)),

u Uu,=u u \Y u u
\ 304 S 4 9 Vg Wypo vV

W,
0 u, v, "4

Va Us uz Vs U Uy =u 4,

Figure 19: An example of the Feynman diagrams arising from the lace expansion. A jagged lines from wu;_1
to u; represents the quantity hy,, (u; —u;—1) (derived from the backbone from 0 to z). A straight line between
two vertices u and v represents the quantity p(v —u) (derived from intersections of branches emanating from
the backbone).

we have
m—1
Y W W(R) [ 1 +T) <D0 peD(y1)CpeD (@ — ya)x
tluw|0:—>nf i=1 RleTw( b£0m Y1 Y2
m—2
. (5.45)
et Y we TS wir T+ vl
W'y —yo 7=0 RJ'ETw’(]’) b
|w'|=m—2
=hp(z)

Combining (5.43)—(5.45) gives the desired result for N = 1. See Figure 18 for the diagrammatic representation
of this bound.

For N > 2 the reader should refer to Figure 19 to help understand the following derivation. Firstly
L € £N(]0,m)]) if and only if L = {sit1,...,sntn} where s; = 0,y = m and for each 4, s;41 < t; and
sit1 — ti_1 > 0. Hence from (5.2), 7 (z;¢) is equal to

N

oY S well Y we v [T o (5.46)

{sllezé([smﬁ}fw‘\’_rﬁ =0 Ri€ T =l bec(L)
€ 0,m

Everything in this expression is nonnegative, and every bond b = st such that s; < s <t < s9, or ty_1 <
S<t<tn,or si41 < s<t<tjort;<s<t< s, is compatible with L = {s1t1,...,sntn}. Therefore
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(5.46) is bounded above by

m N
o W]l X W) [Vl
{s1t1,...sNtn} Tuw‘o;;f =0 RIETW(Z) i=1
&N (jo,m) (5.47)
N—-1 N—-2
H 14 U,] H 1+ U, H H 14 U] H H 1+ U,
be(81,82) bG(thl,tN) i=1 bG(S.H,l,ti) J=1 be(tj,sj+2)

where for b = st we are using the notation b € (a,b) to mean a < s <t < b.
For L = {sit1,...,snty} € LN([0,m]) we define m(L) € Z2¥ ! by
my =52 —0, mon_1=m—1tn_1, Mo =1t — 841, M2i-1=8i+1 —ti-1. (5.48)
Then ms; > 0, moi—1 > 0 and Z2N Yy = m, som € HN . Similarly for any m € HY we define
L( ) = {81151, .. SNtN} € g([O m]) by

2i 20—1
s1=0, ty=m, t=» m; i=1,...,N-1,  s=>» m; I=2..N. (5.49)

Then for each i, s;y1 < t; and s;11 — t;—1 > 0 so that L(m) € LN ([0,m]). Thus (5.48)(5.49) defines a
bijection between £ ([0,m]) and HL).

We break up the sum over walks w in (5.47) according to the subintervals defined by {sit1,...,sytn}
and obtain
Swe- XY We) Y Wi
w:0—x ULy, U N —1 wi1:0—Ul u}gN,lZUQN,zH:B
|w|=m w|=s2—s1 |w|=s2—351
N-1 N-2 (5.50)
I Y weal X W
1=1 W23 iU2%—1—7U24 j=1 W2j41:U2j—U2;541
|woi|=ti—sit1 |wojt1]=sj42—t;
Then under this scheme, [} > p. €T W (R;) becomes
m;—1
> Wk ] S W) [ Y. W&y | (5.51)
Ro€T, 1<i<2N-1: RismiETwi(mi) 7j=1 Ri,jETwi(j)

where w;(m;) = u;, (wan—1(man—1) = x) and the product over i ensures that if some s; = ¢;_; then we do
not count the tree emanating from this vertex twice. Similarly the term Hé\il[—USiti] = Hfil IR, AR, 20}
becomes

(I{mﬁéO} + f{mi:O}f{Ri,mi:Ri_l,mi_l}) X
N-2 (5.52)

I{ROORQ,mQ#@}I{RQN—3,m2N73mRQN—l,m2N,1#0} H I{R2l—1,m21_1mR2l+2,m2H_27é®}'
=1

Note that (5.52) contains no information about R;; for 0 < j < m;. Lastly we have that the second line of
(5.47) becomes
2N-1

11 II  lLreoro=o |- (5.53)

i=1 \1<s<t<m;—1
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Combining (5.47) with (5.50)—(5.53), and writing ug = 0, uony_1 = x we have that (5.47) is equal to

Y > wrey ] > W(Rim,) (I{m,ﬁéﬂ}+I{mi:O}I{Rimi:Ri,1,mi71})X

4@ meHY Ro€To 1<i<2N—-1: \ Rim; €T,
m;#0

N-2

I{RoﬂRzmQ¢@}I{RQN—3,m2N,3ﬂRzN—l,mQN,l7’5@} H I{R21—1,m21_1ﬂR21+2,m2l+27’5@}X (5.54)
=1

2N—1 m;—1

IT | > we Il X w@a| 1l leeoreen

i=1 Wi iU —1 UG J=1 R; €T, (5 1<s<t<m;—1

|ws|=m; i

The last line of (5.54) is [[22 " hum, (u; — u;_1) by definition.
For any collection of trees {R;m, : 1 <i < 2N — 1} for which (5.52) is nonzero we choose v; € Z%, i =
1,..., N as follows.

(a) I{RonRy my 20y = 1 if and only if there exists a vy € Z% such that v; € Ro N Ram,. This means that
Ry € To(v1) and Ra g, € Tyyy(v1).

(b) Similarly ]{RQN*3vm2N—3mRQN*L"LZN—l7&@} = 1 if and only if there exists a vy € Z% such that vy €
Ron_3mon_ 3 N RaN—1,mqy_,- This means that Ron_3m,y 5 € Tusn s (vn) and Ron_1,mon_, € T (v1).

(c) Foreachi € {3,...,2N —5} such that i is odd, I{Ry i\ Riy.my 5 70

Z% such that Vigs € Rim; N Ri13m; ;- This means that R; ., € Ty, (v%) and Riy3m, 5 € %i+3(vi42—3)

where 7 + 3 is even.

y = 1 if and only if there exists vis €
2

Now if m; = 0 (in particular this forces i to be even) then hy,, (u; — w;—1) in (5.54) is nonzero if and only if
u; = u;—1. In addition I{RL =Ri iy} = 1 if and only if R;,,, = Ri—1,m, ,- By the above construction we

have that vz € Ry m,, and sz € Ri_1m,_,,1e. ’Ul Uz+2 u € Ry, For T'= Ry ,,, let Tulwyl and Ty, v,

denote the backbones inT j Jommg the specified vertlces Then there exists a unique w; € T such that
Tuyrv; N gy = Tugno - (5.55)
2 2

Collecting the above statements we have that

> W) ]I >° WRin) | (Lmizor + Lome=or (R =Ry _)) ¥
RoeT, 1<i<2N—1: \ Riym, €70,
m;7#0
N-2

I{RoﬂR2,m23&@}]{321\173,1@]\,_3ﬁR2N71,m2N_1#m} H I{RQZ—l,m2171mR2l+2,m21+2¢®}
=1

<3 Y W(R) 3 W(Ron—1mon—1) || > W (Rim) %

U Ro€Zo(v1) RoN—1,mgn_1€T(vN) L:my=0 Ry 1, €Ty (’Uéﬂi#)

(5.56)

H Z W(Rl,ml) I{l even} + Z W(Rl,ml) I{l odd}
l:my#0 Rl,mlelrul (UL) Rlvmlelztul (Uﬂ)
my4+170 2 P)
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Now observe that ZReTyl (42) W(R) = p(y2 — y1) and

> W(Rim) <> > W) >, WMR) >,  W(Rg)

Rl,rnl GZLZ (Ul 7Ul+72) wy RIELL (wl) RZETwl (’Ul ) RSGTwl ('UH»J)
2 2 2 2 (557)

= Zp(wl — ul)p(v% - wl)p(vz+73 — wy).
wy
This completes the proof of (5.42), and hence Proposition 5.7. O

5.4 Diagram pieces

In this section we first prove Lemma 5.4 assuming the following two lemmas, which we prove later in this
section.

Lemma 5.8. Let k € {1,2,3,4} and #*) € {0,1}* be such that k + Zle r; < 4, then there exists C > 0,
which may depend on k, 7 and d, such that

(k) K k42 (k) Co?Lri =
Z Gy () < Cm TLTiGhR2X T gnd  sup Doy () < I (5.58)
0<|z|<V/mL [2l>/mL m—
Let [z] = || V 1. In order to prove Lemma 5.8, we will need the following convolution result which is

proved in [9].

Proposition 5.9 ([9] Prop. 1.7(1)). If functions f,g on Z¢ satisfy |f(x)| < [x]™* and |g(z)| < [2]7° with
a>b> 0, then there exists a constant C depending on a,b,d such that

Clz]~?, ifa>d

P (5.59)
Clz]**°, ifa<danda+b>d.

[(f xg)(@)] < {
Lemma 5.10. Suppose the bounds (3.24) hold for 1 < m <mn and z € [0,2]. Then for all z € [0,2], | > 1,
g€ {0,1} and m® € Zﬂr such that > m; = m < n+ 1, there exists C > 0 which may depend on 1, ¢ and d
such that

Hsfﬁ)(l)j(l) lloo < I , and Hsfﬁ)(l)@m |1 < Co?XaimZai, (5.60)

5.4.1 Proof of Lemma 5.4

Clearly in view of Lemma 5.10 we need only prove the first inequality with k& > 1.
s ! k . ! k o
By definition \|s£ﬁ)(l>7qm * gi);(,z) || is equal to sup, >, siﬁ)m 0 (x — u)gf)%) (u) which is equal to

@
sup Z Sﬁla)@(z)( >¢F(k) =+ sup Z m(z) q‘(l) )¢~(k)()

" uf>vinL : lulsf
l
<  sup (ﬁ_,(k ( ) Z 3( )( D0 (x - u) + SUPS “(l) Z (bf'(k (5.61)
[w/|>vm [u|>vmL lul<VmL
2 2_21671’ 2 i 2 i
_CJ d227:62r Co? X dim2di 4 Co Zqﬁd ! ka-}-ero_kV-i-Qz”"j’
m—=2 m2

where we have applied Lemma (5.8) and Lemma (5.10) in the last step. Collecting terms we get the result. [J
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5.4.2 Proof of Lemma 5.8

We first prove by induction on k > 1 that for £ and 7 as in the lemma,

k
_‘(k) Z Li(2 d 2] 25 r; " (562)
7=0
For k =1 (5.62) for @1 € {0, 1} follows easily from (1.4). For k > 1 we write
" 1 k-1 o
¢F(l>( ) Z¢ ( )¢ T2,. T HJ o 'LL < ZO Z (j+n) (2 v) [x]d—Q(j+n)—2 25:1 ) (563)

using the induction hypothesis with Proposition 5.9 and the fact that k£ + > 7; < 4 in the last step. With a
different constant, (5.63) is bounded by

k
3 ¢
= L_] 2+1/ d 25— 221 17

as required.
Therefore we have

k k 254231y
C C fL) § k r; kv+2) r;
Z ¢7=(k) ) < Z Z JC—) [ d—2—25 1 Z i2—v) < Ombrrighvt2a
; L 2=v)[] > L
0<|e|<y/mL 7=0 0<|z|<v/m j=0
(5.64)
which proves the first bound of Lemma 5.8. Similarly,
k k 23 r,; g2—2hy
(k) C C Co i34 d
sup ¢ (x) < sup —— —— - < . —— - < T
> ymr T jz;|a:|>\/m LIy [g]d=2i =20 = L) (VmL) %25 ==L
(5.65)
which proves the second bound of Lemma 5.8. ]

5.4.3 Proof of Lemma 5.10.

We prove the result by induction on .
For [ = 1 we use induction on m. For [ = 1 and m = 1 we have h;(x) = (p.D(x) and hence

C
IPlloe < 75 = CH, lllalh < C.
Using the fact that D(z) = 0 for |x|? > dL?,
1
sgp 22h(2) < C’LQE < Co?p?,
and by (3.19)

pRERAE: <CZ\3:|D < Co?.

x
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This proves the result for the case [ =1, m = 1.
The cases [ = 1 and m < 6 are dealt with as follows

2
ZD D(v — u)tym—o(x —v) < CL™ dZD Ztm_g(x—v)gCﬂzg%
v m?2
e Z £ D() D (o — W)t _a( — 0) (5.66)
2 —d 2 Co*p?
<CL Z D(u)D(v — u)ty—o(x —v) + CL Z D(u)|z — v tpm—2(x —v) < —
u,v u,v /n,LE

where we have used the assumed bounds (3.24) and the fact that m < mg = 6 in the last step in each case.
Similarly using the assumed bounds (3.24) we have for all m < n + 1,

D (@) =) D) Dw—u)d tmalr—v) <K

(5.67)
> JaPhm(z) <CY " Du)D(w —u) | L2 tmoa(@ —v) + Y _ |z — v/ tma(z —v)| < Co’m.
For [ =1 and 2m > 6 we write
2 ~ o OB
hom () < C(hm * him)(2) < Cllh[lz = Cllhmllz £ —— (5.68)
(2m)2

where we have used Parseval’s equality and the assumed bounds (3.24). Similarly for { =1 and 2m+1>7
we write hoy11(z) < C(D * hy, % hyy)(z) and proceed as in (5.68). This establishes the result for [ = 1, and
all m < n+ 1 when ¢ = 0. Using this result with (3.24) it follows that

C 2
|22 hom (2) < CZ]u\th(u (x—u +C’Zh (w)|z — u*hp (2 — u) < o ﬂ)dKJQm, (5.69)
u m)2
and similarly for |z|?ham1(z). This completes the proof for I = 1.
! 1 -1
For [ > 2 we have sfﬁ)mj(l) => . sﬁnlql (u)sgngl_’ml%(qzqul)(x —u). If my > %,
1 Co?1 Fmn o Co? X i di 52
1550 o lloo < s g lloo 156 iy (gt € ——g——Co? =2 izt < ki
m?2 m?2
(5.70)

as required. Similarly if m; < 3,

2y g2 230Gy 4 32
-1 9 Co® 2ui=2% 32m2ai=2 Co m 93
1550 o lloo < s qul1l15Gns ) gasan lloc < Com i - aklcil
m?2 m?2
(5.71)
as required. This completes the proof of the first bound of Lemma 5.10 for all /.
For the second bound of Lemma 5.10, we have
l -1 L g L L g s
|’87(77L)(l)7q'(l)||1 < ||87(71L2,q1 HlHng23~,mz),(¢I27~..ql)Hl < Co?Bm Clg? Li=a Gipp2i=2 i < Co? iz %im2i=1 % (5.72)

as required. This completes the proof of the second bound of Lemma 5.10, and thus completes the proof of
Lemma 5.10. 0
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5.5 Diagrams with an extra vertex.

We say that a diagram B has an extra vertex (than A) on some p if A and B are the same diagram except
that one component p(z) in diagram A is replaced with p(2)(z) in B. We say that a diagram B has an extra
vertex (than A) on some hy, if A and B are the same diagram except that one component A, (z) in diagram
A is replaced with A, * hmj_m/(z) in B. When we consider the diagrams arising from the lace expansion on
a star-shape of degree 3 we will encounter diagrams with an extra vertex on some p or h,,. We bound the
contribution from all such diagrams by repeating the inductive analysis used in the proof of Proposition 5.1.
We do not show all the details but the main ideas are as follows. '

We let n denote the location along the branch where the extra vertex is located. If n = Y7_, m; for some
1 <37 < 2N — 2 then the extra vertex is on the p emanating from the backbone at n, or a p incident to that
p (of which there are at most two). If n = 0 (resp. n = m) then the extra vertex is on the first p (resp. last
p) in the diagram, or the p incident to it. Otherwise the extra vertex is at position n on the backbone (i.e.

on some Ay, ). Given MfﬁN) (a,b,z,y), let Mr(ﬁN)’n(a, b, xz,y) denote the corresponding diagram with an extra
vertex at n.
We prove by induction on N that

> > SHPZM%N)’R(‘% bz, y) < 55— (5.73)

FHeHN n<m WOV g mz
For N =1 the left hand side of (5.73) is
sup Z(hn * hyp—n ) (x — a)p(2) (x +y —b) + 2sup Z B (2 — a)p(S) (x+y—0b). (5.74)

0<n<ma7b7y €T aybyy €T

Using (5.5) with [ =2, k =2 and all ¢;,r; = 0, the first term in (5.74) is bounded by

v
d

Cp* Cp*
i S d—6

O<n<m T 2 m 2

4v
d

Similarly using (5.5) with [ = 2, k = 3 and all ¢;,r; = 0, the second term is bounded by Cﬁ2_%m_%.
Adding these together we get a bound of CﬂQJ?TVm*% which satisfies the first bound of the induction
hypothesis with N = 1.

For general N > 2 we bound

Z Z supZMr%N)’n(a, b, z,y),

AeEN n<m @0V

by using (5.8), and splitting the sum over n < m into sums over n < mj + mgy : n # mq, and n > my + mo,
and the final case n = m;. In each case the extra vertex is either on A,,, y, or M (]Yfl). In the former case

m
we use the ¢ = 0 result in the proof of Proposition 5.1 on the Mr(ﬁjy_l) part and (5.5) (increasing k or [ by

one due to the extra vertex) on the A} part. In the latter case we use the induction hypothesis on the

mi,m2
Mé{Y‘l)’" part and (5.5) on the A, m, part. The contributions from 77 € FY and m € G2, are dealt with
as usual.
Similarly we prove
2 2-82 N
N), o“(Cp* d
3 Y s Y- aPM o) < P .79

meHgnSma,b,y T m 2
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Note the factor |z — a|? in (5.75) rather than |Z| or |z|. This is to avoid the situation that could arise of
having a convolution of four p’s with one of them having an extra factor |u|? on the same diagram piece.
This would violate the condition k + Zle r; < 4 in Proposition 5.4. Using |z — a|? instead, we will use the
path along the backbone from a to x rather than the top path or bottom path, and the induction argument
goes through as before.

6 Diagrams for the 3-point function

In this section we bound the diagrams arising from minimal laces on a star shape S; of degree 3, in order
to bound the left hand side of (4.31) when ¢ = 0. In an attempt to minimize the size of an already large
paper, we do not give as many details as in Section 5. As in the case of the two-point function, one can prove
an explicit upper bound for the contribution to (4.29) from minimal laces in terms of diagrams consisting of
convolutions of p and h,,, using the definition of a lace L and the fact that any bond b; ¢ L that is covered
by a bond by € L is compatible with L. The formula is long and the notation becomes messy, so that such
a formula is not particularly informative. For fixed N, fixed N1 and Ny (the number of bonds strictly on
branch 1 and 2 respectively) and fixed topology of bonds covering the branchpoint (plus one extra bond in
some cases), minimal laces are in 1-1 correspondence with collections 77, 1, m,.. The m indicate vertices
along the backbones of each branch at which there are lattice trees intersecting the lattice trees emanating
from other such vertices.

The essential idea that one should take from this section is that there is a finite collection of basic diagrams

D](é[) , such that all diagrams arising from laces on S;; can be described recursively by connecting (to some

DE\%)) subdiagrams of the form A..(-,-,-,-) as in (5.7-5.8). These basic diagrams are the “opened diagrams”
obtained from laces where all bonds cover the branch point of S; (such laces therefore contain at most 3
bonds), and sometimes those laces with one extra bond. Therefore the majority of this section is devoted to
the bounding of the so-called basic diagrams contributing to (4.29), using decompositions of the diagrams
into subdiagrams. One can of course decompose a given diagram in many different ways, obtaining many
different bounds. We saw in Section 5 that the usefulness of a particular decomposition/bound depends on
the relative sizes of the m; of the h,,, in a given diagram. Therefore the relevant decompositions of the basic
diagrams are different depending on the topology of the lace and on the specific location of the endpoints of
the bonds in each lace. They are done in such a way that the same decomposition can easily be extended
to general diagrams with the same topology of bonds covering the branch point, usually due to the existing
bounds that we obtained from diagrams arising from the lace expansion on an interval in Section 5.

We now proceed to estimate the diagrams arising from the lace expansion, with N, N, Ny and the
topology of bonds covering the branchpoint all assumed to be fixed (hence N3 is also fixed).

6.1 (Minimal) Acyclic laces with two bonds covering the branch point

Without loss of generality we may assume that branch 3 is a special branch for which the bond sst3 in L
associated to branch 3 has s3 on branch 1 and is not the bond in L associated to any other branch. We first
consider the diagrams arising from acyclic laces consisting of only two bonds (see Figure 20).
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Figure 20: The two topologies of acyclic laces with 2 bonds, their corresponding diagrams and decomposition.

The decomposition of the first diagram depends on the relative size of M1 — m; and M as follows:

Z thl (hMQ(:m) % p2) % hMl_m1> (u) (hM3 * p(2)) (u)

mi<M; u
< Z (hm1 * 0(2) * th) (O) su/p (th * 0(2) * hM1—m1> (u/)
m1<Mi v
< > ( s« p@ % by ) (0) 4 "Pw Sy faty = (1 — ) supyy (Ao, % ) (1), My > My —
i m 3 sup,, Zm har, (x2) SUP,/ (hM2 * p(2) * hMl*ml) (xh, — '), My < M; —
. Cp T K« cg> ¥

w Thn I M) MoV (My —my)] 7
(6.1)

by using Lemma 5.4 three times.
The decomposition of the second diagram depends on the relative size of Ms and M3. When My > Ms
we use

Z (hary * p) (u) (hM2 * p(2)) (u) (hM3 * p(2)> (u) < (hM1 * p(?’) * hM3> (0) s;l/p (hM2 * p(2)) (u)

u

(6.2)

O ot opti opd

(M + M) T [My+ My)T T
M M,

by using Lemma 5.4 twice.

For general acyclic laces with only two bonds covering the branch point, there may be a bond strictly on
branch 1 which strictly covers, or has an endpoint the same as, one or more of the bonds covering the branch
point. This gives rise to a number of different possible diagrams. We select three laces whose diagrams and
associated decompositions illustrate the idea in Figure 21. When this bond exists but does not cover the
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M-m, M-m,

MZ 0 M3 MZ 0 M3 MZ 0 M3

Figure 21: Three examples of acyclic laces with 2 bonds covering the branch point and more than two bonds
in total and their diagrams (only one of the two topologically distinct possible diagrams for the third lace is
shown).

endpoint on branch 1 of the bond associated to branch 3 (e.g. see the first diagram in Figure 21 and the

first column of Figure 22), the decomposition is the same as the first diagram of Figure 20 except that we

use the bounds on diagrams in Section 5 rather than just using Lemma 5.4. In doing so we obtain a bound
on the contribution from such laces of

o_4v o_4v
(Cﬂ - )Nj::l K(Cﬁ2_%)N2 (Cﬂ ! )Nl+1 —6 + d—6
mi<M,; M1+ M)z (Mo v (My—ma)] 2 (M, + Ms)*s M,?  M,2 (My+ M) 2
(6.3)

o (e (Ca— )N

bl

&

when M7 — mq > My (see the first diagram of Figure 22), and the same bound (but with Ny and N;
switched) when M; — m; < Ms. Note that we have broken the sum over m; into the regions m; > M;/2
and M; —my > M/2 to obtain the last expression.

When there is a bond strictly on branch 1 that strictly covers endpoints of both bonds covering the
branchpoint (e.g. see the second diagram in Figure 21 and the second column of Figure 22), the decomposition
changes slightly, where it now depends on the relative size of My and M3. This decomposition gives the bound

24\ N 24\ N
(CP d)ﬂ Z 1 1 = v d)ﬂ :tli;ﬁv
[MaV Ms] 'z 2y, [My+ (My A Ms)) 2 [MaV Ms]z 2

(6.4)

where N =Ny + 14 (N1 + N3+1)=N3+1+ (N;+ Na+1).

When there is a bond strictly on branch 1 that shares an endpoint with one or both of the bonds covering
the branch point, the corresponding diagrams can all be decomposed in a similar fashion. The decompositions
give rise to subdiagrams that are exactly one of those arising from laces on an interval, or such a diagram
with an extra vertex on some p. Since we have appropriate bounds on such diagrams this brings no new
difficulties and therefore we do not present all cases. An example of this is the third lace of Figure 21, which
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My-m, M-m,

M, 00 M,

M, 00 M,

M;-my Mp-m,

00 M,

Figure 22: The first (resp. second, third) column shows the decompositions of the first (resp. second third)
diagram of Figure 21. Apart from the second column, these are the same as the decompositions in Figure
20.

M, M, 0 Ma M, 3

is decomposed according to whether Ms or Ms is larger as in the third column of Figure 22. This gives a
bound of

<

a1 6 > a1
[MQ\/M:}] 2 [M1+(M2/\M3)] 2 [MQ\/Mg] 2 M12

where N = Ny + 1+ (N1 + N3+ 1) = N3+ 1+ (N7 + Ny + 1) and we have used the bounds for a diagram
with an extra vertex on some p as in Section 5.5. In general our bound on the diagrams arising from acyclic
laces consisting of N bonds (with N; and Nj fixed) with two bonds covering the branchpoint, is a sum over

2z 21
(Cp~ )N ! () 1 (6.5)

permutations of branch labels and of all the bounds listed above, with precisely N factors of C’527%U.

6.2 (Minimal) Acyclic laces with 3 bonds covering the branch point

Figure 23 shows the topologies of the (minimal) acyclic laces consisting of exactly 3 bonds covering the
branch point, while Figure 24 shows the diagrams arising from these acyclic laces.
Figure 25 shows the decomposition of the first diagram in Figure 24. The diagram is decomposed into
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Figure 23: The 5 different topologies (exhaustive up to permutations of branch labels) for acyclic laces with
3 bonds covering the branch point.

M =m —m¥ EM —m—m¥ ng—m1
m*
1

W@w

M-m, M,
m,

M, 0 M, M, 0 M

Figure 24: The three different diagrams for acyclic laces with 3 bonds (at least two strictly) covering the
branch point (see the top row of Figure 23), followed by the diagram arising from the acyclic laces with 3
bonds (exactly one strictly) covering the branch point (bottom left lace of Figure 23) and the two diagrams
arising when all three bonds meet at the branch point (bottom right lace of Figure 23).
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M;-m-m}
my
my
Mp-m,  m, 00 M,
"
§M1_m1_m’i
Q,
¢ ]
N\/\/\/\m
M, -m
0 2~M;
0 m, M,

My-m,  m, 0 M3 Mz -m,
Figure 25: The decomposition of the first diagram in Figure 24 into subdiagrams depending on which of M3,
—mq —mj, mj or my is large.

M2 — M2, M2, Ml

subdiagrams depending on which of the M; (and m;, m}) are largest

(C 52*%2

2,4l
M3 largest : CB — Z
IM)T S M+ M) T

o_4v
M, largest : % Z Z AP (M, ma, Ms)
[M] = ma<Ms/2mi <M
Cﬂz Z Z Clg2—47“ 052_8l
d o dB°
[M]2 1, S0 /2 my i<y (M1 + M3) % [Ma — ma + My — my —mi] (66)
2y .
My largest : Cp Z Z AR m, My, M3)
[M] m<2M1/3 ma <M,
Cﬁ2—4—” CﬂQ_%
=2 D D B ; =
[MP S0y /3my <My ma<My M1+ M3] [M1 —mj+ My —mg] 2
cpri 062—%”
—mi + My —mg] 2

[M]2 ma>M, /3 mi <My ma<Mo [m] 4+ ma + M3] En [M; —

Here (and elsewhere in this section), A®)(my,mo, m3) denotes the bound on diagrams arising from acyclic

laces on S, containing exactly two bonds.
Figure 26 shows the decomposition of the second diagram in Figure 24. The diagram is decomposed into
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My—m;-m3

My-m,  m, 00 Mj

My-m,  m, 0 M3

A M, -m,
M, -m, 2

Figure 26: The decomposition of the second diagram in Figure 24 into subdiagrams depending on which of
Ms, My —ma, ma, My —mi —mj, mj or my is largest.

subdiagrams depending on which of the M; (and m;, m) are largest.

2— 4 2-5219
M3 largest : cB dii (Cﬂ—%7
cp 2-4F
My largest : —— Z Z A( (M1, mo, M3)
[M] m2<M2/2m1<M1
D YD D c5
— —4 -8
[M]2 m2>M2/2 ml,m1<M1 [ml + Mg] 2 [M2 — ma + Ml ] 2
(6.7)
My largest : Z Z A(2 (m, Ma, M3)
M] m<2M1/3m2<M2
4IJ 8v
By vy s
d N d—8s
[M]2 1 531, /3 my <My ma<y [m1 + Mﬂ = [My —my —mf + M)z
D DD DD D Cﬂ”f
d s
[ ]2 my>My /3 mi<M; ma<Mp [mo + Ms} [M1 —m} + My —mg] 2

Figure 27 shows the decomposition of the third diagram in Figure 24. The diagram is decomposed into

subdiagrams depending on which of the M; (and m;) are largest. When m; is the largest we choose a
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M, -m, M, -m, m, 0O M, M, -m,
V E M;-m,
my
M,-m, m, 00 M, M,-m,  m, 0 M, M, -m,

Figure 27: The decomposition of the third diagram in Figure 24 into subdiagrams depending on which of
Ms, My — mo, ma, My —my, or my is largest.

M;-m, My M,
w\/\/w ”ml m‘) ‘“’:"j"""oo
o d M 0.
M, Mg M, oo My ? M,

Figure 28: The decomposition of the fourth, fifth and sixth diagrams in Figure 24 into subdiagrams.

decomposition depending on which of M3 or M7 — m; is larger.

2- 4 2-5219
M3 largest : cp d—i (€574 )d76
[M] 72 [My + M) =

062—%’ 062_% 062_%
per=alD DEED'D

M> largest : e p= =
[M]"2" o <atpya i< [Ma] 2 [My+mo] 2
i cp? Z 052_% CﬁQ_%V
d d—6 d—8"
[M]2 ma>Ma /2 my <M [m1 + M3] 2 [M2 —mg + My — m1] 2

opT
M largest : Ld:i Z Z A(z)(mlaM%M:i)
M]T m1< M1 ma<Ms
2v

cp*a cgmE o
i DI = =
[M] 2 mi1>M1/2: ma<M> [Ml_mﬂ 2 [M2+M3] 2
My—m1>Ms3
Cﬁ27% 0527% CﬂQ*%
=) DD D= =
[M] 2 mi1>M1/2: ma<M> [M3] 2 [M2_m2] 2
My—m1<Ms3

Figure 28 shows the decomposition of the fourth, fifth and sixth diagrams in Figure 24. The resulting
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bounds are

fourth diagram,

cp y o “F gt
M) S My —ma] 50 My + my) 5
Cﬁ%* ﬁzfﬁ—”cﬁzﬁ—”

[Ms) 5" [Mo] 3" (M)

(6.9)

fifth and sixth diagrams,

The same decompositions above extend immediately to all minimal acyclic laces with 3 bonds covering
the branchpoint. This is due to the fact that any bond strictly on branch ¢ can only cover one endpoint of
one bond covering the branchpoint (the bond associated to branch i), and on each branch there is at most
one such bond (it exists precisely when N; > 0). In most cases the decomposition gives rise to subdiagrams
which are either diagrams that we already bounded for the two-point function, such diagrams with an extra
vertex, or diagrams that we already bounded for the (acyclic) laces with only two bonds covering the branch
point. The exceptions to this rule are the decompositions of the diagrams when ms, my, or mj are largest.
For the acyclic laces consisting of only 3 bonds (each covering the branchpoint), one of the subdiagrams
arising from the decomposition was of the form sup, g, —m; * har;—m; * p¥(a), where we used Lemma 5.4
to bound this by Cﬂ2_*[ —m; + M; — mj]_%. For the general (minimal) acyclic laces with 3 bonds
covering the branchpoint, one must Show that this bound can be generalized when one adds INV; and IN; bonds
strictly on branches ¢ and j to obtain a bound (Cﬂzf%)NﬁNﬁl[Mi —m; + M; — mj]f%. This is easily
done either directly by induction on Ny and N» (e.g. as in the proof of Proposition 5.1) or by decomposing
the resulting larger diagram into further subdiagrams appearing in Section 5 (in some cases containing an
extra vertex on some p).

In general our bound on the diagrams arising from (minimal) acyclic laces consisting of N bonds (with
N7 and Ny fixed), with three bonds covering the branchpoint, is a sum over permutations of branch labels
and of all the bounds listed above, with precisely N factors of C’ﬁz—%u.

6.3 (Minimal) Cyclic laces

Figure 29 shows the topology and decomposition of the diagram arising from the cyclic laces (with exactly
3 bonds). Without loss of generality, we may assume that M = Mj, and we obtain the bound

o (2)
Y A®(my, My, M)+

[M]T m1<M1/2 mo<Ms

LY Yy S

d-8
[ 2 m1>M1/2 mao<Mo m3z<Ms [m2 + M3] [M]- my + M3 - m3] 2

(6.10)

As for the (minimal) acyclic laces with 3 bonds covering the branchpoint, the decompositions of the diagrams
of general (minimal) acyclic laces do not change. In the case of m; > M;/2 we must again use the additional
diagrammatic estimate discussed near the end of Section 6.2.

In general our bound on the diagrams arising from cyclic laces consisting of N bonds, is 2 sum over
permutations of branch labels and of the bounds listed above, with precisely N factors of C’BZ

6.4 Proof of Proposition 4.13

We prove the result first for ¢ = 0. Recall (4.29) and that (from Section 2.3) the contribution to (4.29) from
nonminimal laces containing N > 3 bonds is bounded by a constant times the contribution from minimal
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Figure 29: The topology of the minimal cyclic lace with 3 bonds, it’s corresponding diagram, and the
decomposition, with M; assumed to be large.

laces containing N — 1 bonds. Since 3N/4 —1 > 1/2 when N > 3, and using a small factor (0527%)1\7/4
(when f is sufficiently small) to perform the sum over N, it is enough to prove the bounds of Proposition
4.13 (with (CﬁQ_%)N instead of (CBQ_%V)U 2) for the contribution from minimal laces containing exactly N
bonds. Keeping N fixed and summing over the possible values of N; and N» gives a factor of at most N2,
which can be absorbed into the constant multiplying 3 since N? < 2. We may therefore assume that N;
and Na (and hence N3) are fixed. As we discussed at the beginning of Section 6, the contribution to %JJ\\TZ(@)
from minimal laces with N7 and N» fixed, is bounded by a sum over diagrams that we estimated in Sections
6.1-6.3. Since N > 1, we have M = My V My V Mz > 0.

When some M; = 0 (w.l.o.g. M3 = 0), the laces are all laces on an interval of length M; + Ms and
therefore our bounds of Section 5 give an upper bound on the contribution to the left hand side of (4.31)

from such laces of at most (Cﬁ2_6 YN[My Vv Ms]™ = . Now observe that by symmetry
1 1
> <22 > —=<2 ), — (6.11)
M, >, (M vV Mo Mi>n; Ma<My M2 M >n; M1 an

so this contribution satisfies the first bound of (4.32). The second bound of (4.32) holds since

o ¥ %

pieq M1V Moz My <[] oo M2<M: M Mi<|liillse M, 2

10—d
1 ——5 V0
log ||7|lec,  d=10.

When all M; > 0, for fixed N, N1, Ny and topologies of the bonds covering the branchpoint, we estab-
lished bounds (that depend on N and the topology, but not on N; and Ns) on diagrams arising from the
corresponding laces, each with N factors of (C’BQ_%V). The contribution to the left hand side of (4.31) from
(acyclic) laces with N, Ny, Ny fixed, and with only two bonds covering the branch point, is bounded by a
summing (6.3) and (6.4) (and summing the result over permutations of labels (1,2, 3)), which are equivalent
up to constants and permutations of branch labels since (M; vV M;) < M; + M; < 2(M; v M;). The finite
sums over permutations of branch labels can also be absorbed into the constant multiplying 3. Now observe
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that

AL DIIDY Y w2y w2 Y

MM >n; [MyV M) 2 M3 Mi>nj; Ma<My M, = M3<M; M3 Ms>n; M3 ? My<Ms Mp<My M, *?
(6.13)
whence the bounds (4.32) hold for the acyclic laces with only two bonds covering the branchpoint.

When all M; > 0, for the contribution to the left hand side of (4.31) from minimal acyclic laces with N,
N7, and N, fixed and with three bonds covering the branchpoint, one must show that all of the diagrammatic
bounds in Section 6.2 also satisfy (4.32). Indeed our decompositions were chosen precisely so that this is
the case. We show that the result is true for the collection (6.7). The first bound of (6.7) is at most

d—6

My % (My+ Ms)~ “Z" which we have already considered above. Using the bounds (6.3) and (6.4) that we
obtained for the acyclic laces containing only two bonds, the second bound is at most

1 1 1 1

=2 5 + mrar=rll o

M22 mao<Mo [M1Vm2] 2 M3 [Mg\/mz] 2 Ml [Ml\/Mg] 2 22 (6.14)
1 1
d—4 T d-4>

M,? my<i (ma+Ms) =

from which we easily obtain (4.32) as above. The third bound of (6.7) is the same up to permutations of
the labels (1,2,3) and thus we have the result for the collection of diagrammatic bounds (6.7). The proof
that the remaining bounds obtained for the minimal acyclic laces with three bonds covering the branch point
satisfy (4.32) is similar, as is the corresponding proof for minimal cyclic laces. This completes the proof of
Proposition 4.13 when ¢ = 0.

It remains to consider the case ¢ = 1. If u; is the displacement of the backbone of branch j, then
it can be written as u; = y1 + y2 + --- + yz where the y; are the displacements of the subwalks of the
backbone of branch j, and Z = Z(j, L) < 2N — 1 depends on the lace L. Then |uj|> < Z 37 | |yi]?, and
as in the proof of Proposition 5.1 we obtain the bound on Y ;|u;|?7X (@) by using the same diagrammatic
estimates, except that one component Ay, (y;) of each diagram is replaced by [y;|*hm,, (y:). Using the same
decompositions as already done previously in this section, and proceeding as usual to bound subdiagrams,
the subdiagram containing the replacement piece |y;|*hm,;,(y;) is bounded by at most Co?||M ||o times the
bound obtained from the original diagram. Thus > u;[>7N (@) < C(2N — 1) "2 0| Moo S 7N (),
and we have verified Proposition 4.13 for ¢ = 1. O

6.5 Proof of Lemma 4.11

In this section we prove the three bounds of Lemma 4.11. Fix a skeleton network N («, ), with o € X,
and recall Definition 2.1, where b is the branch point neighbouring the root of N'. Let M C N(a, 7). If
Ust € {—1,0} for each st, then trivially for any finite collection of disjoint sets G; C Epy,

II o+vad <IJ I [0+ Ul (6.15)

steE pm i steG;

We will use this bound frequently, often without explicit reference.

6.5.1 Proof of the first bound of Lemma 4.11
Recall the definition of ¢{(¢) > 0 in (4.18), where R was defined in Definition 2.1 and Uy is given by (4.16).
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Let N, denote the branch of N corresponding to edge e of o and let Ree = {ste R:seN,teN}.
We claim that when Uy € {—1,0} for all st,

-l ovvads > (- I ovud)< X > U, (6.16)

steR e,e’eBy: steRe-€ e,e’€Bn: Me<ne
NEONE/:Q) NeﬁNE/:@ me/ Sne/

where the sum over e, €’ is a sum over pairs of edges of « that do not have an endvertex in common (which
can be expressed as N, NNy = ). To verify (6.16), observe that each of the quantities

1= [ 0+Ua], 1= J] 04U« —Uemoem):
StER steRee

are either zero or one. Suppose the left hand side of (6.16) is non-zero. Then there exists some st € R with
U, = —1. By definition of R, st covers two branch points of A so that st € R®¢ for some e, ¢’ that do not
have a common endvertex. For this e and ¢/, we have 1 — [],,cge.er [1 + Us] = 1 and the first inequality is
verified. Now for fixed e, €/, if 1 — [] ,cge.e [1 + Us] is non-zero then there exists st € R with Uy = —1.
But s = (e,me), t = (¢/, mer) for some me < ne, mer < ner so that for this m, and me, —Ule,me),(e/;ms) = 1.
This proves the second inequality.

Examining the second quantity in (2.7) when Ug € {—1,0} for all st we have,

o< ] [1+Ust]<1—H[1+U5t])s > > U 11 i+ Ul

steEx\R steR e,e’€Bxnr: Me<ne steEap\R
Neﬂ/\[e/ =0 Mer <N

< > 2 oIl I b+uad JT 0+vad I 0404 g

e,/ €By: Me<ne f#ee’ steNy: 5,tEN: s,tENe:
NenNi=0 e S 0<s<t<ny 0<s<t<me Me<s<t<me
X H [1+U5t] H [1+U5t],

s, teEN s s, teEN,s:
0<s<t<my Me<s<t<n.

where we have used (6.15) in the final step. Let N._. denote the minimal subnetwork of A/ connecting
branch e to ¢/, which is nonempty by definition of R .

Breaking up w in (4.18) at every branch point and at (e, m.) and (¢/,m/) and applying inequality (6.17)
we obtain

IUURTCESD SRS S BN | (D S0 N B | G SINR)

E,E/GBNI Me<Me %({6 e/}UNe—vﬁ ) yf/ feNe—»e/ ys
NenN,, =0 Mt <Ner

Z hme(ue)hm /(ue’)p() ue+ue’ + Z yr Zhne me Ye Zhn/ —Mmy ye’ - e’)

Ue Uy FEN, o
(O S DD DI | B D Z b0 (001 e+ + > u)
GCEBN Me<Ne fGNE*)E/ yf Ue, Uyt fENe—»e

NeNN =0 Mer Sner

:p(O)2T_2K2T_4 Z Z me * hme/ * P(2) * hnf) (0)’

fE./\/'_) ’
e, e’ €Bnr: Me<ne ee
NeNN_ =0 Mgt SMgs

(6.18)
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where the sums over displacements have become a convolution, by change of variables. For every f € N._ ./,
this is bounded by

0,627% Bgfi 2r— 3 Q,i
o Yy SR = S
e’ €Br: Me<ne [m5+me +nf] 2 e,e EBur: nf2 ;
NﬂNl Pmer<ngs NeﬂNe/:(Z)

by Lemma 5.4 with k = 2 and | = 2 + #MN,_~. This completes the proof of the first bound of Lemma
4.11. O
6.5.2 Proof of the third bound of Lemma 4.11

Recall the definition of ¢7/(7) in (4.23), where Hz, was defined in (4.21). As in Lemma 4.14, |¢7.()| is
bounded by

ey, @ g o=l v 3 (6.19)
<OY Y @ I3 Dl - i ()
N=1geH, @ 7 i=1 v

where N7 = (N '\ 87%), and g, denotes the vector of displacements associated to the branches of N~
(determined by ¥, ¢, and the labelling of the branches of A).
Summing over the v; and ¥ and using (4.4) this is bounded by

N oSy L (CE)s
DIDIDPEIT) | (ST ) By(M) <) = (620)

N=1peH,, i=1 N=15=1 ;> "3 =1 n

applying Proposition 4.13 in the last line. This verifies the third bound of Lemma 4.11. ]

6.5.3 Proof of the second bound of Lemma 4.11
It follows immediately from the definition of ¢5(%) in (4.20) that

sh@l= > ww]] > W(Rs> > 11w (6.21)

WEQN () seEN RseT (w(s) reg}, ber

where 5Jb\/ is defined in Definition 2.1 and is only nonempty if A" contains more than 1 branch point (r > 4).
In particular recall that graphs in Eﬁ[ contain no bonds in R. We use an approach similar to that of [20] to
analyse qﬁj’v(gj).

Let G(N) C {2,3} be the set of labels of branches of A incident to b and another branch point of N.
For F C G and e € F, let b, be the other branch point in A incident to branch N,. Let

5%7/\/ = {I' € & : for every e € F, Ay(T) contains a nearest neighbour of b,}.

S-S Huatr Y e Y 0

I‘egjbv stel’ Feg{Q} I stel’ 1“65{3} N stel’ Feg{Z Y stel’

Then,
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Figure 30: An illustration of the construction of a lace from a graph on some N in the case by, by € An(T).
The first figure shows a graph I' on a network N. The remaining figures highlight the subnetworks Sp(T")
for F = {2}, {3}, {2.3}.

where some of these sums could be empty if G # {2,3}. Thus,

Yo ITusl<s > | > U« (6.22)

regp, stel FCGN) |regb, . stel’
F#( ’

Note that if » = 4 then one of 5?2}’/\, or 5f3}’N is empty and 5?2,3},N is empty. This may also be true for
r > 4, depending on the shape «.
Recall Definition 2.2 and for I' € 5%,/\/ define I'r C T to be the set of bonds st € I such that

e st is the bond in I' associated to e at b for some e € F', or
e st is the bond in I' associated to e at b, for some e € F and b, € A,(I"), or
e 5.t € N, for some e € F.

Let Sp(T) be the largest subnetwork of N covered by I'r C T'. Clearly T'| sp() = I'r is a connected graph
on SF(F)

For each e € F, Sp(T") by definition contains a nearest neighbour of b, in A/, and may contain b, itself.
Since I'r contains at most one bond that covers be, if b € Sp(I') then it is not a branch point of Sg(I').
Moreover if F' = {2} or F' = {3} then b is also not a branch point of Mp(I'), and hence Sp(I") is a network
with no branch point (of course it contains at least one branch point of N, namely b). If F' = {2,3} then
Sr(I') may be a star-shaped network of degree 3.

Fix N and F C G(N). Write S Cp N, if S C N is a star-shaped network with the following properties:

(a) for every e € F', S contains a vertex v that is adjacent to the branch point b, of N/, and
(b) S contains no branch points of A/ other than b and b,, e € F.

Such star-shaped networks are exactly those for which there exists I' € QX/R such that § = Sp(I'). For
S Cr N, define Eg to be the set of laces L on S such that

1. For each e in F, if b, € S then there is exactly one bond s€t¢ € L covering be.
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2. If F = {2} or F' = {3} then there is exactly one bond in L% covering b, while if F' = {2, 3} there are at
most 2 bonds in LG covering b.

3. L contains no elements of R (i.e. no bonds which cover > 2 branch points of N).

Then recalling the definition of Lr from Definition 2.4 we have

> Huva=2> > 1lUe= > >

IT s > II ver

reeb, , stel SCN regl . stel SCrN Leck Lstel 1 L regl s't’el’\L
SF(F) Sp(I)=8,Lr,=L
sy el ¥ nell s ool o
SCrN Leck Lstel FEQ_R scon, ste'\ L J Freg— stEF’ F*Eg‘;ﬁ/\sz stel™
Li=L Sp(LUI*)=8
(6.23)

where

g§77§[\5:{FGQ_R: for every st e T, [se S, t e N\ S|or [t €S, se N\ S|}

Let Eg’F be the set of laces in [,g consisting of exactly N bonds. Now observe that if H is the power set of
a finite set B* (i.e. the set of all subsets of B) then } ey [Ler Us = [Ijpyep-[1 + Us]. Applying this to the
set B* of bonds on N'\ S (excluding R) and similarly for the final sum of (6.23), we see that (6.23) is equal
to

H [1 + USt] H [1 + Ust] H [1 + Ust] .

steC(L) steEpns sESteN\S:
st¢R Sp(LUst)=S8,st¢R

i(—l)N > > [H—Ust

N=1 SEFNLEEg’F steL

(6.24)

If Us; € {—1,0} for each st, then each quantity involving Uy in (6.24) is nonnegative and we have

0 Am\s
RILAEDIDIDS [H—Ust [Mo+od T1 | I n+vd]. @2
reef, stel N=18CrN LeLld* LsteL steC(L) i=1 [St€E \\ gyi

St¢R

where Apns is the number of disjoint components (N'\ §); of N'\ S. This quantity is bounded above by the
sum of four terms (corresponding to the 4 possible branches incident to by and bs if F' = {2,3}) each of the
form

Ne+(ny—1) ni Ne
s s 1 (o sy [H—Ust I i+ 0|
N=1 \e€F me=ne—1 | m1=0 \ec{2,3}\F me=0 Leﬁgé steL steC(L)
Ao (6.26)
H [1+Ust] )
=1 Ze(M\SB) | ste(N\S2))e:

0<s<t<ng(m)?)
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where €’ denotes one of the two branches (other than e) incident to b, Sn% is the star-shaped network defined
by (2.18), and (NV'\ S2)" denotes the fact that part of branch N,/ is being removed if me > ne. In addition
ne(1m)" is the length of branch @ of (A\ S2)". Since the analysis does not depend on the €/, we ignore the
fact that there are 4 such terms from this point on.

Combining (6.22), (6.25) and (6.26) we have that ‘ZFG% aer Ust

is bounded by a constant times

TL5+ Ner — ].) ni ne—1

Sy Y |0

FCG(N N=1 ecF me=n.—1 m1=0 66{2,3}\Fme:0

F#0
6.27
Apes (6.27)
> [HUst I o+uad| 1T I | |
LeLl, Lstel steC(L) 1 =l Be(M\SR) | ste((M\S2) e

0<s<t<ng(m)"

Putting this back into (6.21), the sum over laces on the star-shaped network gives rise to the quantity 7z (+)
and the final product gives rise to at most a constant times h,,_¢zy:(-), with displacements summed over. We
use Lemma 5.10) with [ = 1,q = 0 to bound ||h,_(zyil[1 by a constant and we obtain an upper bound on
(6.21) of a constant times

A
ne+(ng—1) n1 Ne—1 N\SS

Sy Y |20 Y)see l]l(H K (62

FCGWN) N=1 \eeF me=ne—1 | m1=0 \ec{2,3}\F me=0 U N\S2)
F

m

By Proposition 4.13 this is bounded above by

ne—l—(n/ 1 n1 ne—1 9_8v

¢y z I |0 X |sm<e Y S5 6o

FCG e€F me=ne—1 m1=0 66{2 3}\F me=0 FCG(N) eceF Ne
F;ﬁ@ F£0

Since the remaining sums are finite, this establishes the second bound of Lemma 4.11, and hence completes
the proof of Lemma 4.11. ]
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