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Abstract: The design and analysis of congestion control mechanisms for mod-
ern data networks such as the Internet is a challenging problem. Mathematical
models at various levels have been introduced in an effort to provide insight
to some aspects of this problem. A model introduced and studied by Roberts
and Massoulié [13] aims to capture the dynamics of document arrivals and
departures in a network where bandwidth is shared fairly amongst flows that
correspond to continuous transfers of individual elastic documents. With gener-
ally distributed interarrival times and document sizes, except for a few special
cases, it is an open problem to establish stability of this stochastic flow level
model under the nominal condition that the average load on each resource is
less than its capacity. As a step towards the study of this model, in a separate
work [8], we introduced a measure valued process to describe the dynamic evo-
lution of the residual document sizes and proved a fluid limit result: under mild
assumptions, rescaled measure valued processes corresponding to a sequence of
connection level models (with fixed network structure) are tight, and any weak
limit point of the sequence is almost surely a solution of a certain fluid model.
The invariant states for the fluid model were also characterized in [8]. In this
paper, we review the structure of the stochastic flow level model, describe our
fluid model approximation and then give two interesting examples of network
topologies for which stability of the fluid model can be established under a
nominal condition. The two types of networks are linear networks and tree
networks. The result for tree networks is particularly interesting as there the
distribution of the number of documents process in steady state is expected
to be sensitive to the (non-exponential) document size distribution [2]. Future
work will be aimed at further analysis of the fluid model and at using it for
studying stability and heavy traffic behavior of the stochastic flow level model.
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1. Introduction

The design and analysis of congestion control mechanisms for modern data networks
such as the Internet is a challenging problem. Mathematical models at various levels
have been introduced in an effort to provide insight to some aspects of this prob-
lem. Roberts and Massoulié [13] have introduced and studied a flow level model of
congestion control that represents the randomly varying number of flows present in
a data network where bandwidth is shared fairly between flows that correspond to
continuous transfers of individual elastic documents. This model assumes a “separa-
tion of time scales” such that the time scale of the flow dynamics (i.e., of document
arrivals and departures) is much longer than the time scale of the packet level
dynamics on which rate control schemes such as TCP converge to equilibrium.

Subsequent to the work of Roberts and Massoulié, assuming Poisson arrivals and
exponentially distributed document sizes, de Veciana, Lee and Konstantopoulos [7]
and Bonald and Massoulié [1] studied the stability of the flow level model operating
under various bandwidth sharing policies. Lyapunov functions constructed in [7]
for weighted max-min fair and proportionally fair policies, and in [1] for weighted
α-fair policies (α ∈ (0,∞)) [12], imply positive recurrence of the Markov chain
associated with the model when the average load on each resource is less than its
capacity. Srikant [14] and Lin and Shroff [10] have recently given sufficient conditions
for stability of a Markov model where the assumption of time scale separation is
relaxed.

Here we consider the model of Roberts and Massoulié with generally distributed
document sizes and interarrival times. We are interested in the stability and heavy
traffic behavior of this flow level model operating under a weighted α-fair bandwidth
sharing policy (α ∈ (0,∞)) [12]. (Despite the claim in [1], the proof of sufficient
conditions for stability given there does not apply when document sizes are other
than exponentially distributed. The reason for this is that the method of Dai [5]
quoted there implicitly assumes (through the form of the model equations) that the
service discipline is a head-of-the-line discipline and consequently the method does
not apply in general to processor sharing types of disciplines, such as the bandwidth
sharing policy considered here.)

There are a few results on sufficient conditions for stability of the flow level
model with general document size distributions. With Poisson arrivals and docu-
ment sizes having a phase-type distribution, for α = 1, Lakshmikantha et al. [9]
have established stability of some two resource linear networks and a 2 × 2 grid
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Fluid model for bandwidth sharing 3

network when the average load on each resource is less than its capacity. For gener-
ally distributed interarrival and document sizes, Bramson [3] has shown sufficiency
of such a condition for stability under a max-min fair policy (corresponding to
α → ∞). Under proportional fair sharing, Massoulié [11] has recently established
stability of a fluid model for the flow level model with exponential interarrival and
document sizes, and additional routing. From this he infers stability when docu-
ments have phase type distributions. In contemporaneous work described in a very
recent preprint, Chiang, Shah and Tang [4] have developed a fluid approximation
for the flow level model when the arrival rate and capacity are allowed to grow
proportionally but the bandwidth per flow stays uniformly bounded. Using their
fluid model, they derive some conclusions concerning stability for general document
size distributions when α ∈ (0,∞) is sufficiently small. However, in general, it re-
mains an open question whether, with renewal arrivals and arbitrarily (rather than
exponentially) distributed document sizes, the flow level model is stable under an
α-fair bandwidth sharing policy when the nominal load placed on each resource is
less than its capacity.

This paper reports on some first steps in our study of the flow level model op-
erating under a weighted α-fair bandwidth sharing policy with general interarrival
and document size distributions. Here we review the definition of a measure valued
process that keeps track of the residual sizes of all documents in the system at any
given time. We describe a fluid model (or formal functional law of large numbers
approximation) for the flow level model. In a separate work [8], we showed that un-
der mild conditions, appropriately rescaled measure valued processes corresponding
to a sequence of flow level models (with fixed network structure) are tight, and any
weak limit point of the sequence is almost surely a fluid model solution. The invari-
ant states for the fluid model were also characterized in [8]. Here, as an illustration
of sufficient conditions for stability of the fluid model, we establish stability of fluid
model solutions with finite initial workload for linear networks and tree networks,
under the nominal condition that the average load placed on each resource is less
than its capacity. The result for tree networks is particularly interesting as there
the distribution of the number of documents process in steady state is expected to
be sensitive to the (non-exponential) document size distribution [2]. Future work
will be aimed at further analysis of the fluid model and at using it for studying
stability and heavy traffic behavior of the flow level model.

The paper is organized as follows. In Section 2, we define the network structure,
the weighted α-fair bandwidth sharing policy, the stochastic model, and we intro-
duce the measure valued processes used to describe the evolution of the system.
The notion of a fluid model solution is defined in Section 3. In Section 4 we give
sufficient conditions for stability of fluid model solutions with finite initial workload
for linear networks and tree networks.

1.1. Notation

Let N = {1, 2, . . . , }, R = (−∞,∞), and let Rd denote d-dimensional Euclidean
space for any d ≥ 1. For x, y ∈ R, x ∧ y is the minimum of x and y, and x+ is
the positive part of x. For x, y ∈ Rd, let ‖x‖ = maxdi=1 |xi|, and interpret vector
inequalities componentwise: x ≤ y means xi ≤ yi for all i = 1, . . . , d. The posi-
tive d-dimensional orthant is denoted Rd

+ = {x ∈ Rd : x ≥ 0}. To ease notation
throughout the paper, define c/0 to be zero for any real constant c, and define a

sum over an empty set of indices or of the form
∑l

k=j with j > l to be zero.
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For two functions f and g with the same domain, f ≡ g means f(x) = g(x) for all
x in the domain. For a bounded function f : R+ → R, let ‖f‖∞ = supx∈R+

|f(x)|.

Let Cb(R+) be the set of bounded continuous functions f : R+ → R, let C1(R+) be
the set of once continuously differentiable functions f : R+ → R, and let C1

b(R+)
be the set of functions f in C1(R+) that together with the first derivative f ′ are
bounded on R+. If w ∈ C

1(R+) is considered as a function of time, its first derivative
will be denoted by ẇ. For a Polish space (i.e., a complete separable metrizable space)
S, let D([0,∞),S) denote the space of right continuous functions from [0,∞) into
S that have left limits in S on (0,∞). We endow this space with the Skorohod
J1-topology. For a finite non-negative Borel measure ξ on R+ and a ξ-integrable
function f : R+ → R, define

〈f, ξ〉 =

∫

R+

fdξ.

If ξ = (ξ1, . . . , ξd) is a vector of such measures, then we use 〈f, ξ〉 to denote the
vector (〈f, ξ1〉, . . . , 〈f, ξd〉). All functions f : R+ → R are extended to be identically
zero on (−∞, 0) so that f(·−x) is well defined on R+ for all x > 0. Let χ : R+ → R+

denote the identity function χ(x) = x.
LetM be the set of finite non-negative Borel measures on R+, endowed with the

weak topology: ξk
w
−→ ξ in M if and only if 〈f, ξk〉 → 〈f, ξ〉 for all f ∈ Cb(R+) as

k →∞. For I ∈ N, let

MI = {(ξ1, . . . , ξI) : ξi ∈M for all i ≤ I}.

The spacesM andMI are Polish spaces. Convergence inMI is also denoted ξk
w
−→

ξ. The zero measure in M is denoted 0.

2. Flow level model

2.1. Network structure

Consider a network with finitely many resources labelled by j = 1, . . . ,J, and a
finite set of routes labelled by i = 1, . . . , I. A route i is a non-empty subset of
{1, . . . ,J}, interpreted as the set of resources used by the route. Let A be the J× I
incidence matrix satisfying Aji = 1 if resource j is used by route i, and Aji = 0
otherwise. Since each route is a non-empty subset of {1, . . . ,J}, no column of A is
identically zero.

A flow on route i is the continuous transfer of a document through the resources
used by the route. Assume that, while being transferred, a flow takes simultaneous
possession of all resources on its route. The processing rate allocated to a flow is
the rate at which the document associated with the flow is being transferred. There
may be multiple flows on a route, and the bandwidth Λi allocated to route i is the
sum of the processing rates allocated to flows on route i. The bandwidth allocated
through resource j is the sum of the bandwidths allocated to routes using resource
j. Assume that each resource j ≤ J has finite capacity Cj > 0, interpreted as the
maximum bandwidth that can be allocated through it. Let C = (C1, . . . , CJ) be
the vector of capacities in RJ

+. Then any vector Λ = (Λ1, . . . ,ΛI) of bandwidth
allocations must satisfy

AΛ ≤ C.

We further assume that A has rank J, so that it has full row rank.
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Fluid model for bandwidth sharing 5

2.2. Bandwidth sharing policy

We consider the network operating under a bandwidth sharing policy first intro-
duced by Mo and Walrand [12]. Bandwidth is dynamically allocated to routes as a
function of the number of flows on all routes, and the resulting allocation is shared
equally among individual flows on each route.

Let Zi(t) denote the number of flows on route i ≤ I at time t, and let Z(t) =
(Z1(t), . . . , ZI(t)) be the corresponding vector in RI

+. The bandwidth allocated to
route i at time t is a function of the vector Z(t) and is denoted Λi(Z(t)). The
corresponding vector of bandwidth allocations at time t is given by Λ(Z(t)) =
(

Λ1(Z(t)), . . . ,ΛI(Z(t))
)

. Although the coordinates of Z(·) are non-negative and
integer valued, the function Λ is defined on the entire orthant RI

+ to accommodate
fluid analogues of Z(·) later.

Fix a parameter α ∈ (0,∞) and a vector of strictly positive weights κ =
(κ1, . . . , κI). For z ∈ RI

+, let I0(z) = {i ≤ I : zi = 0} and I+(z) = {i ≤ I : zi > 0}.
Let O(z) = {λ ∈ RI

+ : λi = 0 for all i ∈ I0(z)}. Define a function Gz : RI
+ →

[−∞,∞) by

(2.1) Gz(λ) =















∑

i∈I+(z)

κiz
α
i

λ1−α
i

1−α , α ∈ (0,∞) \ {1},

∑

i∈I+(z)

κizi log λi, α = 1,

where the value of Gz(λ) is taken to be −∞ if α ∈ [1,∞) and λi = 0 for some
i ∈ I+(z). For each z ∈ RI

+, define Λ(z) as the unique vector λ ∈ RI
+ that solves

the optimization problem:

maximize Gz(λ),(2.2)

subject to Aλ ≤ C,(2.3)

over O(z).(2.4)

The resulting allocation is called a weighted α-fair allocation, and the function
Λ : RI

+ → RI
+ is called a weighted α-fair bandwidth sharing policy. Note that by

(2.3),

(2.5) sup
z∈RI

+

‖Λ(z)‖ ≤ ‖C‖.

Note also that for any z ∈ RI
+, Λi(z) = 0 for all i ∈ I0(z). This implies that no

bandwidth is allocated to routes with no flows. The bandwidth Λi(Z(t)) allocated
to route i at time t is shared equally by all flows on the route. That is, if there
are Zi(t) > 0 flows on route i at time t, then each flow on route i is allocated a
processing rate of Λi(Z(t))/Zi(t) at time t.

When κi = 1 for all i ≤ I, the cases α → 0, α → 1, and α → ∞ correspond
respectively to a bandwidth allocation which achieves maximum throughput, is
proportionally fair or is max-min fair [1, 12]. Weighted α-fair allocations provide
a tractable theoretical abstraction of decentralized packet-based congestion control
algorithms such as TCP, the transmission control protocol of the Internet, partic-
ularly when α = 2 and κi is the reciprocal of the square of the round trip time on
route i.
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6 H.C. Gromoll and R.J. Williams

2.3. Stochastic model

Fix a network structure (A,C) and a weighted α-fair bandwidth sharing policy
Λ with parameters (α, κ). Our stochastic model of document flows consists of the
following: a collection of stochastic primitives E1, . . . , EI and {v1k}

∞
k=1,. . . ,{vIk}

∞
k=1

describing the arrivals of document flows (including their sizes) to the network, a
random initial condition Z(0) ∈ MI specifying the state of the system at time
zero, and a collection of performance processes describing the time evolution of
the system state. The performance processes are defined in terms of the primitives
and initial condition through a set of descriptive equations. The random objects
involved are defined on a common probability space (Ω,F ,P), with expectation
operator E.

The stochastic primitives consist of an exogenous arrival process Ei and a se-
quence of document sizes {vik}

∞
k=1 for each route i ≤ I. The arrival process Ei is

a rate νi > 0 delayed renewal process with kth jump time Uik. For t ≥ 0, Ei(t)
represents the number of flows that have arrived to route i during the time interval
(0, t]. The kth such arrival is called flow k on route i and arrives at time Uik; flows
already on route i at time zero are called initial flows.

For each i ≤ I and k ≥ 1, the random variable vik represents the initial size of
the document associated with flow k on route i. This is the cumulative amount of
processing that must be allocated to the flow to complete its transfer throught the
network. Assume that the random variables {vik}

∞
k=1 are strictly positive and form

an independent and identically distributed sequence with common distribution ϑi
on R+. Assume that the mean 〈χ, ϑi〉 ∈ (0,∞) and let µi = 〈χ, ϑi〉

−1. Define the
traffic intensity on route i by ρi = νi/µi.

The initial condition specifies Z(0) = (Z1(0), . . . , ZI(0)), the number of initial
flows on each route at time zero, as well as the initial sizes of the documents on
these flows at time zero. Assume that the components of Z(0) are nonnegative,
integer valued random variables. The initial document sizes of the initial flows on
route i ≤ I are the first Zi(0) elements of a sequence {ṽil}

∞
l=1 of strictly positive

random variables.
The performance processes consist of a measure valued process Z, taking values

in D([0,∞),MI), and a collection of auxiliary processes (Z, T, U,W ). The process
Z = (Z1, . . . , ZI) takes values in D([0,∞),RI

+). For i ≤ I and t ≥ 0, Zi(t) is the
number of flows on route i at time t. Recall that at time t, the bandwidth allocated
to route i is Λi(Z(t)), and this bandwidth is shared equally by all Zi(t) flows on
route i; each such flow receives a processing rate of Λi(Z(t))/Zi(t), which equals
zero by convention if Zi(t) = 0. Thus, a flow that is active on route i during a time
interval [s, t] ⊂ [0,∞) receives cumulative service during [s, t] equal to

(2.6) Si(s, t) =

∫ t

s

Λi(Z(u))

Zi(u)
du.

Consider the kth flow on route i. This flow arrives at time Uik and has initial
document size vik. At time t ≥ Uik, the cumulative service received by this flow
during [Uik, t] equals Si(Uik, t) ∧ vik. The amount of service still required therefore
equals (vik − Si(Uik, t))

+. For t ≥ 0, k ≤ Ei(t), and l ≤ Zi(0), define the residual
document size at time t of the kth flow on route i, and the lth initial flow on route
i, by

vik(t) =
(

vik − Si(Uik, t)
)+

,

ṽil(t) =
(

ṽil − Si(0, t)
)+

.
(2.7)
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Fluid model for bandwidth sharing 7

The measure valued process Z = (Z1, . . . ,ZI) is called the state descriptor; it tracks
the residual document sizes of flows on all routes at any given time. Let δ+

x ∈ M
denote the Dirac measure at x if x ∈ (0,∞), with δ+

0 = 0. For t ≥ 0 and i ≤ I,

(2.8) Zi(t) =

Zi(0)
∑

l=1

δ+
ṽil(t)

+

Ei(t)
∑

k=1

δ+
vik(t)

.

We can recover Z from Z by

(2.9) Zi(t) = 〈1,Zi(t)〉, for all t ≥ 0, i ∈ I.

The process T takes values in D([0,∞),RI
+) and tracks the cumulative bandwidth

allocated to each route. For t ≥ 0 and i ≤ I,

(2.10) Ti(t) =

∫ t

0

Λi(Z(s))ds.

The process U takes values in D([0,∞),RJ
+) and tracks the cumulative unused

bandwidth capacity of each resource. For t ≥ 0,

(2.11) U(t) = Ct−AT (t).

The process W takes values in D([0,∞),RI
+) and tracks the immediate amount of

work still to be transferred on each route. For t ≥ 0,

(2.12) W (t) = 〈χ,Z(t)〉.

Recall that χ(x) = x and that integration against the vector of measures Z(t) is
interpreted componentwise.

3. Fluid model

Fix a network structure (A,C) and a weighted α-fair bandwidth sharing policy Λ
with parameters (α, κ). This section defines a fluid analogue of the stochastic model
introduced in Section 2.3. In [8], under mild assumptions, it was shown that this
fluid model is a first order approximation (under functional law of large numbers
scaling) to the stochastic model. As in the stochastic model, fix a vector of positive
arrival rates ν = (ν1, . . . , νI) and a vector of probability measures ϑ = (ϑ1, . . . , ϑI)
in MI, satisfying the assumptions of Section 2. Recall that µi = 〈χ, ϑi〉

−1 and
ρi = νi/µi for each i ≤ I. The fluid model consists of a deterministic measure
valued function of time, called the fluid model solution, and a collection of auxiliary
functions of time defined below.

Definition 3.1 Given a continuous function ζ : [0,∞)→MI, define the auxiliary
functions (z, τ, u, w) of ζ, with respect to the data (A,C, α, κ, ν, ϑ), by

z(t) = 〈1, ζ(t)〉,

τi(t) =

∫ t

0

(

Λi(z(s))1(0,∞)(zi(s)) + ρi1{0}(zi(s))
)

ds, i ≤ I,

u(t) = Ct−Aτ(t),

w(t) = 〈χ, ζ(t)〉,

for all t ≥ 0.
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8 H.C. Gromoll and R.J. Williams

Note that z(t) and τ(t) take values in RI
+ and u(t) takes values in RJ

+. On the other
hand, w(t) takes values in [0,∞]I, as the fluid model solution need not have finite
first moments. The function ζ is the fluid analogue of the measure valued process
Z. The functions z, τ, u, and w, are fluid analogues of the processes Z, T, U , andW ,
which keep track of queue length, cumulative bandwidth allocation, unused capacity
and workload, respectively. The equation satisfied by τi may seem counterintuitive
at first. However, the presence of the term involving ρi is accounted for by the fact
that in passing to a fluid limit of the stochastic model, bandwidth allocations made
when a queue length is near zero in the stochastic model are averaged with the zero
bandwidth allocations made when a queue length is zero. The fact that ρi is the
correct form here is related to the fact that when the fluid workload function w is
real-valued, at a positive time where it is differentiable (which occurs a.e.) and at
which the value of w is zero, the derivative of the workload function must be zero
(cf. (3.2) below).

The notion of a fluid model solution is defined via projections against test func-
tions in the class

C = {f ∈ C1
b(R+) : f(0) = f ′(0) = 0}.

Definition 3.2 A fluid model solution for the data (A,C, α, κ, ν, ϑ) is a continuous
function ζ : [0,∞) → MI that, together with its first three auxiliary functions
(z, τ, u), satisfies

(i) ‖〈1{0}, ζ(t)〉‖ = 0 for all t ≥ 0,
(ii) uj is non-decreasing for all j ≤ J,
(iii) for each f ∈ C, i ≤ I, and t ≥ 0,

(3.1) 〈f, ζi(t)〉 = 〈f, ζi(0)〉 −

∫ t

0

〈f ′, ζi(s)〉
Λi(z(s))

zi(s)
ds

+ νi〈f, ϑi〉

∫ t

0

1(0,∞)(zi(s)) ds.

Recall that in (3.1), the integrand in the first integral term is defined to be zero when
its denominator is zero. The first integral term in (3.1) relates to the movement to
the left of the random measure ζi at the processing rate of Λi(z(s))/zi(s), and the
second integral term corresponds to new infusion of mass due to new arrivals coming
at a rate of νi with a distribution of ϑi for route i. The appearance of the indicator
function in the last term again relates to the fact that in the fluid limit, mass that
was near zero in the stochastic model can be crushed to zero in the scaling limit.
To discern the correct form for this term, one uses the fact that at a time t > 0 for
which zi(t) = 0 and 〈f, ζi(·)〉 is differentiable, we must have that the time derivative
of 〈f, ζi(·)〉 is zero.

When the initial fluid workload is finite, we have the following result which is
proved in [8].

Lemma 3.3 Suppose ζ is a fluid model solution with finite initial workload, i.e.,
wi(0) = 〈χ, ζi(0)〉 <∞ for all i ≤ I. Then, for each i ≤ I and t ≥ 0,

wi(t) = wi(0) +

∫ t

0

(

ρi − Λi(z(s))
)

1(0,∞)(zi(s)) ds

= wi(0) + ρit− τi(t).(3.2)

In particular, the fluid workload wi(t) is finite for all t ≥ 0 and i ≤ I.
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Fig 1. A linear network with 3 resources (denoted by circles) and 4 routes (denoted by line
segments)

For later use, when ζ(·) is a fluid model solution with finite initial workload and
fluid workload function w, we define υ : [0,∞)→ RJ

+ by

(3.3) υ(t) = Aw(t), t ≥ 0,

so that the jth component of υ(t) defines the fluid workload at resource j at time t.
In other words, υ is a resource level workload, whereas w is a route level workload.

4. Fluid stability for some network topologies

In this section, we use Lyapunov functions to show stability of fluid model solutions
with finite initial workload for two types of network topologies, linear networks and
tree networks, under the nominal condition:

(4.1)
∑

i≤I

Ajiρi < Cj for all j ≤ J,

i.e., the average load placed on each resource is less than its capacity. (We note that
it follows from the characterization of invariant states for the fluid model given in
[8] that under this nominal condition, the only invariant state is the zero state.)
We assume that (4.1) holds henceforth. Let

(4.2) ε = min
j≤J



Cj −
∑

i≤I

Ajiρi



 ,

so that ε > 0.

4.1. Linear Network

A linear network consists of J resources and I = J+1 routes where route j consists
of resource j alone for j = 1, . . . ,J and route J+1 consists of all of the J resources.
A schematic of such a network is shown in Figure 1 for J = 3.

Consider a fluid model solution ζ with finite initial workload w(0) = 〈χ, ζ(0)〉
and associated resource level workload function υ as defined in (3.3). Consider the
Lyapunov function H : RJ

+ → R+ defined by

(4.3) H(υ) = max
j≤J

υj .

A Lipschitz continuous function x : [0,∞) → R is absolutely continuous, hence
it is differentiable almost everywhere and it can be recovered by integration from
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10 H.C. Gromoll and R.J. Williams

its a.e. defined derivative. We call a point at which such a Lipschitz continuous
function is differentiable a regular point for the function.

The auxiliary functions τi : [0,∞) → R+, i ≤ I, are Lipschitz continuous, and
hence so too are uj , j ≤ J, wi, i ≤ I and υj , j ≤ J. The function H(·) is Lipschitz
continuous and hence so too is H(υ(·)). Let t > 0 be a regular point for H(υ(·)),
τi, wi : i ≤ I, uj , υj : j ≤ J, such that for all i ≤ I,

(4.4) τ̇i(t) = Λi(z(t))1(0,∞)(zi(t)) + ρi1{0}(zi(t)),

(such points occur a.e.). Suppose that H(υ(t)) > 0 and let

Jt = {j ≤ J : H(υ(t)) = υj(t)}.

Then,

H(υ(t)) = υj(t) for j ∈ Jt,

H(υ(t)) > υj(t) for j /∈ Jt,

and by the fact that t > 0 is a regular point for H(υ(·)) and υj , j ∈ Jt, we have
(cf. [6], Section 3),

(4.5)
d

dt
H(υ(t)) = υ̇j(t) for all j ∈ Jt.

Now, by Lemma 3.3 and (4.4),

(4.6) υ̇j(t) =
∑

i≤I

Ajiẇi(t) =
∑

i≤I

Aji(ρi − Λi(z(t)))1(0,∞)(zi(t)).

We consider two cases.
Case (a). Suppose zj(t) > 0 for some j ∈ Jt. Then by the definition of Λ(·) and
the fact that route j just contains resource j, it follows that the full capacity of
resource j will be used by Λ(z(t)), i.e.,

∑

i≤I

AjiΛi(z(t))1(0,∞)(zi(t)) = Cj .

Thus, for this j ∈ Jt, (4.6) becomes

υ̇j(t) =
∑

i≤I

Ajiρi1(0,∞)(zi(t))− Cj

≤
∑

i≤I

Ajiρi − Cj

≤ −ε < 0,

by the assumption (4.1). It follows that in Case (a),

d

dt
H(υ(t)) ≤ −ε.

Case (b). Suppose zj(t) = 0 for all j ∈ Jt. Then wj(t) = 0 for all j ∈ Jt and since

υj(t) = wj(t) + wJ+1(t), j ≤ J,
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we have
υj(t) = wJ+1(t) for all j ∈ Jt.

Since
wJ+1(t) ≤ υl(t) < υj(t) for all l /∈ Jt, j ∈ Jt,

it follows that Jt = {1, . . . ,J}, and

υj(t) = wJ+1(t) for all j ≤ J.

By Lemma 3.3 and (4.4), since H(υ(t)) = wJ+1(t) > 0 and hence zJ+1(t) > 0, we
have

(4.7) ẇJ+1(t) = ρJ+1 − ΛJ+1(z(t)).

Since zj(t) = 0 for all j ≤ J, Λj(z(t)) = 0 for all j ≤ J, and it follows from the
definition of Λ(z(t)) as the solution of an optimization problem where at least one
constraint must be binding, that there is at least one j ≤ J such that

ΛJ+1(z(t)) = Cj .

Here Cj > ρj + ρJ+1 by (4.1). It follows that, for this j,

ẇJ+1(t) = ρJ+1 − Cj < ρj + ρJ+1 − Cj ≤ −ε < 0.

Hence in Case (b),
d

dt
H(υ(t)) = ẇJ+1(t) ≤ −ε.

Thus, in either Case (a) or (b), at the regular point t > 0,

d

dt
H(υ(t)) ≤ −ε when H(υ(t)) > 0.

Since H(υ(·)) is non-negative, it follows from Lemma 2.2 of Dai and Weiss [6] that

H(υ(t)) = 0 for all t ≥ δ = H(υ(0))/ε.

We summarize the above analysis as follows.

Lemma 4.1 Consider a linear network satisfying the condition (4.1) and let ε > 0
be as defined in (4.2). Suppose that ζ is a fluid model solution with finite initial
workload w(0) = 〈χ, ζ(0)〉. Then

ζ(t) = 0 for all t ≥ δ,

where δ = maxj≤J υj(0)/ε.

In the above sense, the fluid model for any linear network is stable under the natural
condition (4.1).

4.2. Tree network

As pointed out by Bonald and Proutière [2], tree networks, as illustrated in Figure
2, are practically interesting as they may represent an access network consisting
of several multiplexing stages. Furthermore [2], they typically exhibit sensitivity to
document size distributions.
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12 H.C. Gromoll and R.J. Williams

A tree network consists of J ≥ 2 resources and I = J − 1 routes such that a
single resource (labeled J and referred to as the trunk) belongs to all routes and
each of the other resources (labeled by 1, . . . ,J− 1) belongs to a single route.

Proceeding in a similar manner to that for the linear network, consider a fluid
model solution ζ with finite initial workload 〈χ, ζ(0)〉. We use the total workload
function H : RJ−1

+ → R+ defined by

(4.8) H(w) =
J−1
∑

i=1

wi

as a Lyapunov function. Note that H(w(·)) = υJ(·), the resource level workload for
the trunk resource J. Suppose t > 0 is a regular point for τi, i ≤ J − 1, such that
for all i ≤ J− 1,

τ̇i(t) = Λi(z(t))1(0,∞)(zi(t)) + ρi1{0}(zi(t)),

(such points t occur a.e.) Then t is a regular point for all wi, i ≤ J − 1. Suppose
H(w(t)) > 0. Then by Lemma 3.3,

(4.9)
d

dt
H(w(t)) =

∑

i≤J−1

(ρi − Λi(z(t)))1(0,∞)(zi(t)).

We consider two cases.
Case (a). Suppose

∑

i≤J−1

Λi(z(t))1(0,∞)(zi(t)) = CJ.

Then by (4.9) and (4.1) with j = J, we have

d

dt
H(w(t)) ≤

∑

i≤J−1

ρi − CJ ≤ −ε.

Case (b). Suppose
∑

i≤J−1

Λi(z(t))1(0,∞)(zi(t)) < CJ.

Then, by the definition of Λ(z(t)), we must have

(4.10) Λi(z(t)) = Ci for those i ≤ J− 1 satisfying zi(t) > 0.

For if not, the value of Λi(z(t)) could be increased on some non-empty route i
without exceeding the capacity of the resources i and J on that route. From (4.9)
and (4.10), it follows that

d

dt
H(w(t)) =

∑

i≤J−1

(ρi − Ci)1(0,∞)(zi(t))

≤ −ε < 0,

since ρi < Ci for all i ≤ J − 1 by (4.1), and since zi(t) > 0 for some i ≤ J − 1 as
H(w(t)) > 0.

Thus, in either Case (a) or (b),

d

dt
H(w(t)) ≤ −ε < 0, when H(w(t)) > 0.
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Fig 2. A tree network with 4 resources and 3 routes

Since H(w(·)) is non-negative, it follows from Lemma 2.2 of [6] that

H(w(t)) = 0 for all t ≥ δ = H(w(0))/ε.

We summarize the above analysis as follows.

Lemma 4.2 Consider a tree network satisfying the condition (4.1) and let ε > 0
be as defined in (4.2). Suppose that ζ is a fluid model solution with finite initial
workload w(0) = 〈χ, ζ(0)〉. Then

ζ(t) = 0 for all t ≥ δ,

where δ =
∑

i≤J−1 wi(0)/ε.
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