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Abstract

In this paper, we study the transient behavior of a state dependent
M/M/1/K queue during the busy period. We derive in closed-form the
joint transform of the length of the busy period, the number of customers
served during the busy period, and the number of losses during the busy
period. For two special cases called the threshold policy and the static
policy we determine simple expressions for their joint transform. The
performance metrics of the three random variables such as their expecta-
tions, variances, and covariances follow directly from the joint transform.
Finally, we give additional results that contain the distribution of the
maximum queue level reached during the busy period, the transform of
the c-congestion period and the total number of such periods during the
busy period.

1 Introduction

In practice, it is often the case that arrivals and their service times depend on
the system state. For example, in telecommunication systems this happens at
the packet switch (router): when its buffer size increases, a controller drops
the arriving packets with an increasing probability. In human based service
systems, it is known that there is a strong correlation between the volume of
work demanded from a human and her /his productivity. Moreover, the transient
performance measures of a system are important for understanding the system
evolution. All these facts motivate us to study the transient measures of a state
dependent queueing system.

The transient regime of queueing systems is much more difficult to analyze
than the steady state regime. This explains the scarcity of transient research
results in this field compared to the steady state regime. A good exception is
the M/M/1 queue which has been well studied in both transient and steady
state regimes. This paper is devoted to the study of the transient behavior of



the state dependent M/M/1/K, i.e., the M/M/1 queue with finite waiting room
of size K — 1. In particular, we shall analyze the transient measures related to
the busy period.

Takécs in [13, Chap 1] was among the first to derive the state dependent
probabilities of the M/M/1/K, referred to as P;;(t). Basically, these are the
probabilities that at time ¢ the queue length is j given it was ¢ at time zero.
Building on these probabilities Takdacs also determined the state dependent
probabilities of the M/M/1 queue by taking the limit of P;;(¢) for K — oo.
For the M/G/1/K, Cohen [4, Chap III.6] computed the Laplace transform of
P,;(t) and the bivariate transform of the number of customers served and num-
ber of losses due to overflow during the busy period. This is done using complex
analysis theory. Specifically, the joint transform is presented as a fraction of two
contour integrals that involve K and the Laplace-Stieltjes transform of the cus-
tomers’ service time. Rosenlund in [12] extended Cohen’s result by deriving the
joint transform of the busy period length, the number of customers served and
the number of losses during the busy period. The approach of Rosenlund is
more probabilistic than Cohen’s analysis. However, Rosenlund’s final result for
the trivariate transform is represented as a fraction of two contour integrals. In
an earlier work Rosenlund in [11] gave the trivariate transform of the M/M/1/K
in terms of the roots of a specific quadratic equation. For more recent works on
the busy period analysis of M/G/1/K we refer to [7, 14]. Recently, there was
an increased interest in the expected number of losses during the busy period
in the M/G/1/K queue with equal arrival and service rate; see, e.g., [1, 10, 15].
In this case, the interesting phenomenon is that the expected number of losses
during the busy period in the M/G/1/K equals one for all values of K > 1.

In this paper we extend the results of Rosenlund in [11] for the M/M/1/K
in several ways. First, we study a state dependent M/M/1/K with admission
control. Second, we consider the residual busy period that is initiated with n > 1
customers. Moreover, we shall derive the distribution of the maximum number
of customers during the busy period and other related performance measures.
This is done using the theory of absorbing Markov chains. The key point is to
model the event that the system becomes empty as absorbing. Keeping track
of the evolution of the Markov chain before the absorption leads to the desired
results such as the busy period length, the total number of customers served
during the busy period, and the total number of losses during the busy period.

The paper is organized as follows. In Section 1.1, we give a detailed de-
scription of the model and the assumptions made. Section 2 reports our results
that shall be presented in a number of different Theorems, Propositions, and
Corollaries. More precisely, Theorem 1 gives our main result for the trivariate
transform as function of the inverse of a specific matrix. Proposition 1 presents
a numerical recursion to invert this matrix. In Corollaries 1 and 2, we derive
the closed form expressions for the trivariate transform in two special cases that
we shall refer to as the threshold policy and the static policy. The performance
metrics of the three random variables such as their expectations, variances, and
covariances are presented in Section 3. In Section 4, we give additional results
that shall contain the distribution of the maximum queue level reached during



the busy period, the transform of the c-congestion period and the total number
of such periods during a busy period. Finally, in Section 5, we conclude the
paper and give some research directions.

1.1 Model

We consider an M/M/1/K queueing system, i.e., an M/M/1 queue with finite
waiting room of size K —1 customers. The arrival process is Poisson with rate \;
and the service rate is p; in the case where the queue length is ¢ € {0,1,..., K}.
We assume that an admission controller is installed at the entry of the queue
that has the duty of dropping the arriving customers with probability p; when
the queue lengthisi € {0,1,..., K}. In other words, the customers are admitted
in the queue with probability ¢; = 1 — p; when its queue length is ¢. The arrivals
to the queue of size K are all lost. It should be clear that in this case px =1
and gx = 0.

Let N(t) € {0,1,...,K} denote the Markov process that represents the
queue length at time ¢. We are interested in the queue behavior during the
busy period which is defined as: the time interval that starts with an arrival to
an empty queue and ends for the first time the queue becomes empty again.
Similarly, we define the residual busy period as the busy period initiated with
n > 1 customers. Note that for n = 1 the residual busy period and the busy
period are equal.

Consider an arbitrary residual busy period. Let B,, denote its length. Let S,
denote the total number of served customers during B,,. Let L,, denote the total
number of losses, i.e. arrivals that are not admitted in the queue, during B,,. In
this paper, we determine the joint transform E[e‘“’Bn . zls" . zQL"], Re(w) > 0,
|z1] <1 and |22 < 1. We will use the theory of absorbing Markov chains. This
is done by modeling the event that "the queue jumps to the empty state” as
an absorbing event. Tracking the number of customers served and losses before
the absorption occurs gives the desired result.

A word on the notation: throughout x := y will designate that by definition
x is equal to y, 1;gy the indicator function of any event E (1;gy is equal to one
if B is true and zero otherwise), 27 the transpose vector of x, e; the unit row
vector of appropriate dimension with all entries equal to zero except the i-th
entry that is one, and I the identity matrix of appropriate dimension.

2 Results

Before reporting our results let us define the following matrices: the matrix
A that is an upper bidiagonal matrix with upper diagonal equal to (g1 A1, ...,
qr -1 k—1) and diagonal equal to —(A; + p1, ..., Ak + 4K ), the matrix B that
is a lower diagonal matrix with lower diagonal equal to (us, ..., pK), and the
matrix C that is a diagonal matrix with diagonal equal to (p1 A1, ..., Pk—1 k-1,
Ak ). Moreover, let us denote Qg (w, 21, 22) = wl — A — 2;B — 2,C. For the



sake of the ease of presentation, we shall refer to Qg (w, 21, 22) as Q. We are
now ready to formulate our first result.

Theorem 1 (Level dependent) The joint transform of By, S, and L, is
given byt

E,; [e_WB"zf”zZL”] = p121€n (QK)fleP{.

Proof: In the following we model the event that the queue becomes empty,
i.e. the end of the busy period, as an absorbing event. The trivariate transform
is deduced by determining the last state visited before absorption.

Let (N(t),S(t), L(t)) denote the three-dimensional, continuous-time Markov
process with discrete state-space & := {0,1, -+, K} x N x N, where N(¢) rep-
resents the number of customers in the queue at time t, S(¢) the number of
served customers from the queue until t, L(¢) the number of losses in the queue
until t, and N the set of non-negative integers. States (0, -, -) are absorbing. We
refer to this absorbing Markov process by AMC. The absorption of AMC occurs
when the queue becomes empty, i.e., N(¢t) = 0. By setting the initial state of
AMC at t =0 to (n,0,0), n > 1, the time until absorption is equal to B, the
residual busy period length. Moreover, it is clear that S, (resp. L,,), the total
number of departures (resp. losses) during the residual busy period, is equal to
S(B,, +¢) =8, (resp. L(B, +¢€) = Ly,), ¢ > 0.

Let us denote

miga(t) = P((N (1), S(t), L(t)) = (i,4.1) | (n,0,0)).

The Laplace transform of m; ; ;(¢) denotes

i g1 (w) =/ e "'mija(t)dt,  Re(w) > 0.
t=0

The Kolmogorov backward equations of AMC read

d

%ﬂ'i,j,l(t) = =N+ pa)miga(t) + piamivnj—1,0(t) + L>a1gi-1Ai—1mio1,5,(t)
+piXimi ji-1(t), (1)

d

%Wo,j,l(t) = i j-1,(t), (2)

where (i, 7,1) € &, and by convention we assume that m;/ ;- 1/ (t) = 0 for (¢/,5',1') ¢
&. Since (0,4,1) is an absorbing state it is easily seen that 7o ;,(t) = P(B, <
t,S, =7,L,=1] (n,0,0)). Hence, the Laplace transform of the Lh.s. of (2) is
equal to the joint transform Eg4 [e’U’B" 1gs, =} l{Ln:l}]. Taking the Laplace
transform on both sides in (2) gives that

Eqle™"  1(s,=jy - Lz, =] = mn -1(w).

IThe subscript d in Eg4 [e‘“’B" . zf”’ . ZQLTL} is added to refer to the level dependent case.



Removing the condition on S, and L,, we deduce that
E, [e ‘UB"zf”zzL = iz Z z Z 2571,5,( (3)
7=0 1=0

We now derive the r.h.s. of Ed[ UJB"zS 2L } First, we shall compute the sum
2o 2571 (w) and afterwards we shall sum the result over j.

Taking the Laplace transforms of the equations in (1) and writing them in
matrix form we find that

Mo o(w)(wl —A) = e, (4)
o (w)(wl —A) = Moy 1(w)C, 1>1, (5)
I (w)(wl— A) = Ty (w)B+11;,;1(w)C, (6)

with 7 > 1 and [ > 1, and where e, represents the initial state vector with
all entries equal to zero except the n-th entry that is 1, ﬁj’l(w) the Laplace
transform vector that is equal to (71 ;i (w), - -+ , Tk ;1 (w)), I the identity matrix
of order K, and where A, B, and C are introduced just before Theorem 1.
Multiplying (6) by 2z} and summing the result over all [ we find that

I (w, z2) Ezgﬂ

= ij1(w7 20)B(wl — A — 2,C) ! ==
= ﬁo(ww@)(B(wI —A- ZQC)_1>]’ (7)

where j > 1. Note that (wI — A — 2,C) is invertible since it has a dominant
main diagonal. The multiplication to the right of (7) with the column vector
el yields that

Z bty ju(w) = o(w, 20) (B (wI— A — ZQC)_I)‘]G’{.
Thus, E4[e~*5B - Zon ZQL”] is equal to
M121221 Zzzﬁlgz = mzillo(w, 2)(E) e, (8)
7=0 1=0

where E := 1 — 2 B(wl — A — 2,C)~!. It remains to find Iy(w, z3). Equations
(4) and (5) together give that

(w, 22) ZZ2H01 =en(wl — A — 2C) L 9)

Plugging (9) into (8) gives Theorem 1 rightaway. d



Let us denote a; = —q;\;, by = w+ N(1 — za9p;) + i, and ¢; = —z1p
for i = 1,..., K. We note that the vectors (ai,...,ax—1), (b1,...,bx), and
(ca,...,cKk) represent the upper-diagonal, diagonal, and lower-diagonal of the
matrix Q.

Proposition 1 The joint transform By, S1, and Ly is given by
Ed[e_“’Bl -zlsl ZQLl] = u(w, 21, 22),

where w;(w, z1,22), it = 1,..., K — 1, satisfies the following recursion
Ci

ui(w, 21, 2 -
i(w, 21, 22) bi + aiuiy1(w, 21, 22)

with ug (w, 21, 22) = bk .

Proof: According to Theorem 1 the joint transform Bj, Si, and L; can be
written as
Eg[e 5 2 2y = mzg(1,1) = —eig(1, 1),

where ¢(1,1) is the (1,1)-entry of Q}l. Let us partition the matrix Qg as

follows b
1 aie;
, 10
(0231 QKl) (10)

where the matrix Q1 is obtained from the matrix Qx by removing its first row
and first column. Therefore, Qx_; is a tridiagonal matrix with upper-diagonal

equal to (ag,...,ax_1), diagonal equal to (bs, ..., bk ), and lower-diagonal equal
to (cs,...,cK). A simple linear algebra gives that the inverse of Qg reads
( (?;{(1;1))_1 ‘ _bl_lalel(Q}{{—l)_l ) (11)
—c2Qxyef (g5 (1,1)) 71 | (Qk-1)"" ’

where ¢5(1,1) := by — alcgelQi}lileP{ and Qj_; = Qg_1 — allij eler. Tt is
readily seen that
C1

—wB, S L
Ed[e w 1-2’11'Z21]:_01Q(1>1):_ Y
by —aicoe1Qp_eq

(12)

Repeating the same way of partitioning of the matrix Qg to Qx_; one can
show that .
—czelQ;(llelT =—

by — ascser Qe qel’

where Qg _5 is obtained from the matrix Qg _;1 by removing its first row and
first column. For this reason, we deduce by induction that Eq[e~* 5! - 21 zQLl]
satisfies the recursion defined in Proposition 1. O

Remark 1 The recursion in Proposition 1 has the following probabilistic inter-
pretation. First, let us replace aq, by, and ¢y by their values in (12). Second note
that, by Theorem 1, poz1€1 Qj_(l_le? is equal to the joint transform of By, S1, and



Ly in the M/M/1/K-1 with birth rate ¢;\;, i = 1,..., K—1, and death rate equal
to p;, i =2,...,K; we shall refer to this transform as Ex_1 [e‘“’Bl ~zfl zfl}
Therefore, we find that (12) can be written as follows

—wB; ,S1.,L —wB; ,S1.,L
_ ,ulzl—l—ql)\lEd[e w 1211221]EK,1[6 w 1211221]

]E —’UJBl Sl L1
d[e 21 %9 } w+ +>\1(1_p122)

The previous equation can be readily derived by conditioning on the first event
Just after the starting time of the busy period By in the M/M/1/K. This event
can be either a departure with rate py or an arrival with rate qa)\1.

Proposition 2 (Threshold policy) Let m € {1,...,K}. In the case where
N =A", u=p" andp; =p fori <m—1, and \; = T, p; = pt for
m<i<K,p =p" form<i<K-~—1, and pg = 1, the joint transform of
By, Sn, and L,, in the M/M/1/K is given by?

Case (A):ifn<m-—1,

_ - npm—n(sl S2 QS)
E ) wBy, | Sn o Ln _ (M 21 ) ) ) 13
TH [6 2 Z9 ] q_)\_ Pm(sla $2, ¢) ) ( )

where for any tuple (a,b, c)
Piii(a,b,c) :=a™ — b —¢(a’ — b)), >0, (14)

g =1—p  and gt =1 —pt, 51 and sy are the distinct roots of

A —(wHpT + A (L—2p7))s+p 21 =0, (15)
. P pma1(ty,t
b= M+ Zi K —m+1(t1, 2722)’ (16)
qtA Pr_mya(ty, t2, 22)
and where t1 and to are the distinct roots of

gt T — (w+ pt + AT (L= 20ph))t + pt21 = 0. (17)

Case (B): if n > m, Epp[e™Pn - 20" - 25] is equal to

ot n—m+1/( ,=—~ m—1

(L) " (52) " Pilsr,52.0) P (1,12, 22) )

Pp(s1,52,0)Pr—m42(t1,t2, 22)

Proof: The application of Theorem 1 for the special case of the M/M/1/K
queue with \; = A7, p; = p~ and p; =p~ fori <m —1,and \; = AT, p; = u™
form<i<Kandp; =p" form<i< K -1, and pxg = 1, gives that

—wBy, Sn Ly _ - -1,T
]ET;L[e WL 2 -z2] = p zie,Qp e,

2The subscript Th in Eqy, [e*wB" . zf" . ZQL"} is added to refer to the threshold policy.



where Qg has the following canonical form
Ty | Tyo
Qk = ( Ty | Toy ) (19)
The matrix Ty, is a tridiagonal Toeplitz (m—1)-by-(m—1) matrix with diagonal
entries equal to w4+ A7 (1 —p~29) + u~, upper-diagonal entries equal to —g~ A7,
and lower-diagonal entries equal to —z;u~. The matrix Tyy is the sum of
(—qT At 23)h-hT, where h is the column vector of dimension K —m + 1 with all
entries equal to zero except the (K — m + 1)-st that is 1, and of a tridiagonal
Toeplitz (K — m + 1)-by-(K — m + 1) matrix with diagonal entries equal to
w+ AT(1 — pT2s) + pt, upper-diagonal entries equal to —¢™ AT, and lower-
diagonal entries equal to —zyu™. The matrix T1s is equal to —(¢~ A7 )u - v,
where u is the column vector of dimension m — 1 with all entries equal to zero
except the last entry that is 1 and v the row vector of dimension K —m + 1
with all entries equal to zero except the first that is 1. Finally, the matrix To;
is equal to —(zyu)v? - uTl.
Note that the joint transform

ETh[e_wB”'Zf"'ZQL"] = u z1q(n, 1),

where g(n, 1) is the (n, 1)-entry of Qx'. By analogy with the derivation of the
inverse of Qg in (11) we find that

S N e MU ARR
K —T5, Toy (T3,) ! ‘ (T3y) " ’

where T, := T1; — T12To Top and Ty := Toy — To1 T Tia.
Case (A) n < m — 1. In this case ¢(n,1) is equal to the (n,1)-entry of
(T3,)~!. We note that

q(n,1) =ep (Tn — (qf)\fu+21t22(1a 1))“ ‘ UT)7161T» (20)
where tg9(1,1) is the (1,1)-entry of Ty, . Let us denote
¢ = /.L+th22(1, 1) (21)

Note that Ty, is a tridiagonal Toeplitz (m — 1)-by-(m — 1) matrix. Therefore,
the value of ¢(n,1) can be deduced from Lemma 3 in the Appendix (with a =
—zp b=w+ AN (1—p 2z)+pu,c=—q A, M=m—1,and a =g~ A" ¢).
Plugging ¢(n, 1) into (20) gives (13). Note that by Rouché’s Theorem it is
easily checked that Eq. (15) has a unique root within the unit disk. In the case
where zo = 1, the root with smallest absolute value can be interpreted as the
joint transform of the busy period length and the number of departures in the
busy period in the M/M/1 queue with arrival rate g~ A~ and service rate p~ [8,
Chap. 3, Sec. 3]. Moreover, it is easily verified that these roots are equal 1 and
pw /(g A7) forw=0and 2 = 2, = 1.



It remains to find ¢. Note that tso(1,1) is the (1,1)-entry of T5;. By
definition, the matrix Ty is the sum of a tridiagonal Toeplitz (K — m + 1)-by-
(K —m+1) matrix and of (=gt At 23)h-h?. Plugging the value of t25(1, 1) given
in Lemma 4 in the Appendix (with a = —z1pu%, b= w + AT (1 — pTz2) + u™,
c=—q¢ AT, a=q" A2, M =K-m+1,and n = 1) into (21) yields (16).
This completes the proof of the case where n < m — 1.

Case (B) n > m. Let us denote [ = n —m + 1. Since n > m, g(n,1) is
equal to the (I,1)-entry of —T5, T (T%;)~". Note that

76[T2_21T21 = /LJertQQ(l, I)UT,

where t95(1, 1) is the (I, 1)-entry of Ty, and u was defined as the column vector
of dimension m — 1 with all entries equal to zero except the last one that is 1.
Therefore, we find that

Ern (e Przm 23] = uzitas (1, )™ 210” (T5;) e, (22)
where p~z;u” (T%;) " e; is given in (13) with n = m — 1, which reads

(452)" 1o

ST — s — (s — 85

pozu’ (Th) e =

where ¢ is given in (16). Thus, it remains to find ¢92(l,1) to complete the
proof. By analogy with the derivation of t33(1,1), the entry t22(l,1) is given
in Lemma 4 in the Appendix (with a = —2u%, b = w + AT (1 — pt23) + put,
c=—q" A\, a=q¢" ATz, M = K—m+1, and n =1). Plugging the values of
tao(l,1) and p~21(T3;)  tul'e; into (22) we find (18). This completes the proof.
O

Corollary 1 (Static policy) In the level independent M/M/1/K queue with
Xi=A pi=p,andp; =pfori=1,...,K andj=1,...,K — 1, the joint
transform of By, Sy, and L, is given by

_ " P pt1(r1,72, 22)
Ecle wBy, | ZSn . ZLn _ (M) + s 12, ’ 23
s| v qA P 1(r1,72, 22) (23)

where P;(r1,72,22), i=K —n+1,K + 1, is given in (14) (witha=r1, b=1rs
and ¢ = z3), and r1 and ro are the distinct roots of

g r? — (w4 p+ A1 — 22p))r + pz1 = 0. (24)
Proof: Proposition 2 applied to the M/M/1/K queue with AT = A\~ = A
ut =p~ =pu, and pt = p~ = p readily proves Corollary 1. O

Remark 2 We emphasize that Corollary 1 extends the result of Rosenlund on
the M/M/1/K in [11] in two ways. First, it gives the joint transform of B,
Sn, L, for the case when n > 1. Second, it allows the dropping of customers
even when the queue is not full.



3 Performance metrics

Let us first consider the level independent M/M/1/K given in Corollary 1. Let
p denote the load, i.e. p = g\/u. Moreover, let us denote pg := A/p, V[X] the
variance of the rv X, Cov[X,Y] the covariance of the rvs X and Y. Taking the
derivative of the Eg [e’“’B" . zf” . zQL”] given in (23) according to w, z1, and
zo we find the variances of the three rvs B,,, S,, and L, and their covariances.
We note that the formulae of Vg[S,], Vs[Ly], Covg[Bn, Sy, Covs|[Bn, L], and
Covg[Sp, Ly] for p # 1 and n > 1, are lengthy; for this reason we shall just
report these measures for n = 1.
1- Marginal measures: p # 1

1 n(l—p)—(1—pn)pK—rtt
Eg[B] = - - (1—=p) = ( pQ)p ’
[ (1-0p)
1
Vs[B,] = A [n(l — %) +A(K +1)pK Tt — 4K pK+2
f4(Kfn+1)pK7”+1 +4(Kfn)pK7"+2 7p2K72n+2
+p2K+2},

Es[Sn] = pEs[By] = n(l—p) — (1 - pn)pK-—ntl

(= o) ’
Vs, = LAt szl(; — ot =)
Es(L,] = L= AP0 =p) ﬂzl(l_—p)f;O)(l - p”)pK*"“’
Vsl = ﬁ [(1— po)(1+ p)p*8 + (3 — po — AK + 4K po)p+?

—2(1 = 2K + po + 2p5)p" " — (1 = 3po + 4K pg — 4K p5)
—(3=po)p® + (1 +4po — pg)p — po(1 + po))].

2- Joint measures: p # 1
1
(COVS[Bl,Sl] — m[*p2K+l*P2K+KPK+2+(2K*1)PK+1
—(3K —1)p" +2p],

]
pu(l—p)?
—(1—2K +4Kpo)p™ — p> — (1 = po)p + po],

Covs[By, Ly] = (1= po)(1+ p)p*" = (2K — 1)p"*2 + 4K ppp™ !

10



1

Covg[Si, L1] = =P (1= po) (1 + p)p*™ + (2= 3K + Kpo)p"+?
—(1=2K + po — 2K po)p" ™" = (1 — po — K + 3K po)p™
+2pop — 2p%],

1
2

E { Ly } _ { Po , K
S pot+ L+ i () K

In the case where K = 1, the rv S7 becomes equal to one w.p. 1, and B;
is distributed exponentially with parameter u. Moreover, note that px—1 = 1;
this means that during the busy period all the arriving customers are dropped
w.p. 1. Therefore, we deduce that E[L;/S1] = E[L1] = \/p.

Remark 3 It is easy to see that Eg[Ly,] = n for pg = 1. This result extends
Abramov’s result in [1] on the expected number of losses during the busy period
for M/M/1/K in two ways. First, it allows the early drop of the customers even
when the queue is not full. Second, it gives the expected number of losses during
the residual busy period that is initiated with n customers, n > 1.

Case B: p=1

1- Marginal measures: p =1

Eg[B,] = —
S[ n} 1 2 )
Vs[Ba] = 6%[4K3+6K2+4K—6K2n+41<n2
L
—6Kn—n3+2n2—2n—|—1],
n2K —n+1
Egls,) = "EE -t D,
4K3 —6K? — 2K + 4Kn? — n?
Vs[Sn]Zn( +4Kn* —n —&—n)’
6
2Kp —np —p+ 2
lEs[Ln]:n( p—rmp—p+2)
2q
Vs[Ln] = 6% [4K® 4+ 6K2 + AK + 12K%nq — 6K’ng® + 6Kng® + 4Kn’¢?

—8Kn?q—6Kn —2Kq¢*> —6K2¢*> — 8K3q + 4K3¢*> — 6K°n + 4Kn?
+10Kq — n3¢® — 5qn — n3 + 2n% — 2n2¢% + 2nq + ¢*n — 2n + 2¢°
+3q+1].

11



2- Joint measures: p =1

1. .
Covs[Bn, Sn] = o [4K? + 3K? — 2K — 6K°n — 3Kn + 4Kn* —n® + n?
"
+n — 1],
Covs[Bn,L,] = 6i [4K? + 6 K2 + AK — 6Kn — 6Kn + 4Kn® — 4K%q
1q

+6K?%ng —4Kn?q+2Kq+n®q— qn —n® — 2n + 2n% + 1],

Covs[Sn, L,] = 6% [4K® 4+ 3K? — 2K + 6K”ng — 4Kn’q — 3Knq — 4K°q

+3K2%g — 6K%n — 3Kn +4Kn? —n® — gn + n?q + n3q + n?
+n+2¢K —q—1],

2q ’

Let us now consider the threshold policy given in Proposition 2. For the
sake of the ease of presentation, we shall restrict ourselves to the case where
n = 1 and to deriving the first moment marginal measures. Let p~ = ¢~ A7 /u~
and pT = ¢"A*/ut. Taking the derivative of the Eqy, [e 5 . P ZQLl] given
in (13) according to w, 21, and zp we find that, for p™ # 1 and p~ # 1,

BralBi] = o [0 (L= ) X (0D ()
Tt = p T T =) )"+ (A= p )],
Ers[S1] PR p,l)(l —h [T (p™ = D) x (p)™
+pt =) ()™ = p~ (pT = 1)],
Erall] = ———g _1p_)(1 a7 = D x ()

+q gt pt (L= p7) x () ()™ + ((aF a7 )T
+(p~ = pNaat +pta —pa) )" = (p7)a q"

+(p)2a +pT (07 )?q at — T (p7)2qT].
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4 Miscellaneous results

For simplicity we consider in this section the level independent M/M/1/K with
Ai=\p;=p,andp;=pfore=1,...,Kandj=1,..., K -1, and px = 1.

Distribution of the maximum number of customers simultaneously
present during the residual busy period: Let M/ denote the maximum
number of customers simultaneously present in the M/M/1/K during its resid-
ual busy period B, .

Lemma 1 Forn € {1,--- ,K — 1}, we have:

PIME =h = 0, 1<h<n-—1,
1—p)p" (1 —p")
PME =hn) = ( <h<K-1
M=t = T ey ks
_pl=p"
PIMY =K] = pi= :
(M, ] PR

Proof: In this proof, we will exclude the trivial case where h < n + 1 which
induces that P[MX < h] = 0. Let us focus on the event {MX < h} in the
case where n < h < K. Let us consider the queue length process N(t) €
{0,1,--+, K} during the residual busy period B,,. By assumption, let us force
the state 0 and the set {h, -+, K} to be absorbing states. It is then clear that
P[ME < h] is equal to the probability that the absorption occurs in the set
{h,---,K}. Let Gp_1 denote the transient generator of the previous absorbing
Markov process. Thus, Gj_1 is a (h — 1)-by-(h — 1) tridiagonal Toeplitz matrix
with upper-diagonal elements equal to ¢\, diagonal elements —(g\ + u), and
lower diagonal elements p. The theory of absorbing Markov processes yields

(see, e.g., [6])
PME < h] = —pe, Gt el = —pgn, (25)

where g, is the (n,1)-entry of G, ' . Lemma 3 with a = p, b = —(g\ + p),

c=qg\, M = h — 1 gives that

(" — @5 ")(atal — abay)
g\ (@1 — @2)(af —xh)

—[ign1 = —p (26)
where x1 and x5 are the roots of gA\z? — (¢g\ + p)x + p which yields that z; = 1
and x2 = p/(g)\) = 1/p. Plugging 21 = 1 and 25 = 1/p into (26) we find that

1— phfn

PME < h) = —F—.

(27)
Knowing that P[MX = h] = PIME < h + 1] — P[ME < h] readily gives the

desired result. Now, given that P[MX < K] = PIMKX < K] +PMEX = K] =1
one can easily derive P[ME = K]. O
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Remark 4 Observe that PIME < K] = P[M2° < K], where MZ° is the mazi-
mum number of customers simultaneously present in the M/M/1/00 during its
residual busy period By,,. The probability distribution of M;° has been derived
in Cohen [4, Chap. IL.2, p. 192] and it agrees with our result. Therefore, given
that P[ME < K] =1 one can immediately find PIMX = K|. We note that the
advantage of our proof is that it avoids the use of the complex function theory
required in Cohen’s derivation. For more general results about the distribution of
the mazimum number of customers during the busy period in the level dependent
M/M/1/K we refer to [2] and [3, p. 73].

The c-congestion period: Given that the queue length process has hit level
¢ during the busy period at 0, let O, denote the first time that the queue length
hits level ¢ — 1 after 0, S. denote the number of customers served during O,
and L. denote the number of customers dropped during O.. We emphasize that
01 is equal to the busy period B;. Moreover, it is easy to see that the joint
transform E[e %O . zoe . zQLC] =Egle b 2. 22L1] with queue size equal to
K — ¢+ 1 customers. Therefore, replacing K by K — ¢+ 1 and n by one in (23)

gives that

E[e_“’oc L S zL] _ Ap Pr_cy1(r1,72, 22)
! 2 qA PK—c+2(T17T2722)7

where P;(r1,72,22),1 = K—c+1, K—c+2,is given in (14) (witha =71, b =19
and ¢ = 23), and 1 and ry are the distinct roots of (24).

Distribution of the number of c-congestion periods during the resid-
ual busy period: Let N, denote the total number of visits to state ¢ in the
M/M/1/K during its residual busy period B,. Due to the Markov property of
the queue length process it is clear that N, is a modified geometric rv, i.e., the
distribution of N, reads

P[N(,:O]:l—f07 P[chh]:fofhil(l_f)a

where h = 1,2,... , fo is the first passage probability of the queue length
process to state ¢ during the remaining busy period that is initiated with n
customers, and f is the first passage probability of the queue length process to
state ¢ during the remaining busy period that is initiated with ¢ — 1 customers.
The probabilities fy and f can be written in terms of the distribution of the
maximum number of customers present in the queue during its residual busy
period B,,, MK as follows

1 >
fo = 1-PME <= eenl=p" e
p 1— pe ) n < c
1— p(' 1
= 1-PME, <d=p——,
f [ 1<cd=p [y
where the second equality in the previous equations follows directly from Lemma
1. Note that when n > ¢ the probability P[N, = 0] = 0 and when n < ¢ the
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probability P[N, = 0] > 0.

P.g.f. of the number of visits to state h during the residual busy
period: Let Vj, denote the total number of visits to state h in the M/M/1/K
during its residual busy period B,, that is initiated with n customers.

Lemma 2 The p.g.f. of V}, is given by

o1
]EI:ZV}L:I _ _N/en(G ) ?,{ ’ h 7é n,
—zen(G) T L h=n,
where G .= G*g + )\eﬁeK — zef_leh and e; is the unit row vector with all
elements equal to zero except the i-th element that is one.

Proof: By analogy with the proof of Theorem 1, let (N(t), H(t)) denote the
two dimensional, continuous-time Markov process with discrete state-space £ :=
{0,1,--+ , K} x N, where N(t) represents the number of customers in the queue
at time t, and H(t) the number of visits to state h until t. States (0,-) are
absorbing. We refer to this absorbing Markov process by AMCy,. The absorption
of AMC}, occurs when the queue becomes empty, i.e., N(¢) = 0. By setting the
initial state of AMCj, at ¢ = 0 to (n,0), n > 1 and n # h, the time until
absorption is equal to B,,, the residual busy period length. Moreover, it is clear
that V},, the total number of visits to state h during the residual busy period, is
equal to H(B,, +€), € > 0. In the case when n = h, i.e., the initial state of the
AMCy, is (n, 1), we have that Vj, = H(B,, + €) + 1. Following the footprints of
the proof of Theorem 1, i.e., first writing down the Kolomogorov equations of
AMCy,, second taking their transforms and presenting them in a matrix form,
and finally solving the matrix equations, gives the desired result in Lemma 2.

5 Conclusion and future research

In this paper, we determined the closed-form expression for the joint transform
of the length of the busy period of the state dependent M/M/1/K queue, the
number of customers served during the busy period, and the number of losses
during the busy period. For two different policies referred to as the thresh-
old policy and the static policy we derived simple expressions for their joint
transform. Moreover, we derived the distribution of the maximum queue level
reached during the busy period, the transform of the c-congestion period and
the total number of such periods during a busy period.

In future research, we aim at generalizing Theorem 1 for the PH/PH/1/K
queue where PH stands for phase type distribution. Basically, in Theorem 1
the tridiagonal fundamental matrix becomes a tridiagonal block matrix. There
are two ways to invert this tridiagonal block matrix. The first one is similar
to the numerical recursion reported in Proposition 1. The other approach is a
transform based approach that requires the computation of the determinant of
a matrix. The result in this case is a function of the roots of a polynomial and
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its form is a fraction of two polynomials of these roots of order K-1 and K. For
the PH/M/1/K and M/PH/1/K these roots are simply identified as solution of
a function that involves the LST of inter-arrival times/service times.

Appendix

A Toeplitz matrix is a matrix in which all the diagonal elements are equal. Let
T denote the M-by-M tridiagonal Toeplitz matrix with lower-diagonal elements
equal to a, diagonal elements equal to b, and upper-diagonal elements equal to
c.

Lemma 3 The (i,j)-entry of T~ equals

i i M41—j _ M+1—j
_(zllfwé)($1 N waz N ) i< i<
(@1 —a2) (@M T M1 , 1< j<M
N I N VE SO 1
(w7~ '7)($1AJ; Té_ﬁ% i) j<i< M
c(zi—w2)(zy -2y ) =

tij = (28)

where x1 and x4 are the roots of
cx? +br +a=0.

Proof: See [5, Sec. 3.1]. O
Let T* := T — ael; - epr, where ey is the unit row vector with all entries
equal to zero except the M-th entry that is one.

Lemma 4 The (n,1)-entry of (T*)~! equals
o -1 (a)n—l 1
" c\e/o(@)™ — o) + a@! — 2l

X [c(xiw_"'H - xéw_"'H) + a(ziw_n - xéw_"ﬂ

(29)

Proof: The application of the Sherman-Morrison formula [9, p. 76] to (T*)~*
gives that

= tm+ ailtf‘éixtw.
Plugging the values of ¢;; given in Lemma 3 into the previous equation gives
that

1
cryzo ()T — ) ( ~
(27 —ag) (@ g — xé‘“ll’{”))

c(ey ™ = 23" + aa}! —23")

* _ M+1_n M+1,_n
t = xy Taly —xy Tal) +

nl

L ) e ) agel i)
¢ el =2y ) + @) —23)
M—n+1 _xéanJrl) +a( M—n an)

Ty — L2

c(a™ = 23" ) + aa}! —23f)

_ i(a)”‘lxc(xl . (30)

C Cc
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which completes the proof.
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