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1 Introduction

The performance analysis of queueing systems with impatience has recently experienced a surge of interest (cf., e.g., the special issue [15]). On the one hand, this is motivated by advances in approximating large queueing systems...
with abandonments via many-server asymptotics and related diffusion approximations. On the other hand, it is triggered by the strong connection between queueing systems with impatience and various application areas, ranging from call centers and health care to perishable inventories and organ transplantation systems.

We consider batch-arrival $M/G/1$ queues with impatient customers. Batches of customers arrive according to a Poisson process with rate $\lambda$, and the number of customers in each batch follows a general discrete probability distribution with probability function $p_n$ ($n = 1, 2, \ldots$) and mean $E[B]$. Service times of customers are independent and identically distributed (i.i.d.) with probability distribution function (PDF) $G(x)$ ($x \geq 0$) and mean $E[G]$. We assume that the service time distribution has a probability density function (p.d.f.) $g(x)$ ($x \geq 0$). Customers are served under the first-come first-served (FCFS) service discipline, unless otherwise mentioned.

Each customer has her own maximum allowable waiting time, referred to as the impatience time. If the elapsed waiting time of a customer reaches her impatience time, she leaves the system immediately without receiving her service. We assume that once a customer starts to receive her service, she remains in the system until the end of her service, even if her impatience time is expired. We consider two different models of batch-arrival impatient customers. In the first model, customers in the same batch are assumed to have the same impatience time, and impatience times associated with batches are i.i.d. according to a general distribution. In the second model, on the other hand, impatience times of customers in the same batch are independent, and they follow a general distribution. Throughout this paper, we denote the first model by $M^s/G/1+G_{\text{same}}$, and the second model by $M^s/G/1+G_{\text{diff}}$. For both models, we denote the PDF of the impatience time by the same notation $H(x)$ ($x \geq 0$). We assume that customers may have infinite impatience time (i.e., such customers are patient), so that $H(x)$ may be defective:

$$\lim_{x \to \infty} H(x) = 1 - h_{\infty}. \quad (1)$$

In the $M^s/G/1+G_{\text{same}}$ queue, $h_{\infty} \in [0, 1)$ represents the probability that a randomly chosen batch consists of patient customers, while in the $M^s/G/1+G_{\text{diff}}$ queue, it represents the probability that a randomly chosen customer is patient.

**Related literature.** The case of batch arrivals in a queueing system with impatience has not yet received much attention. A key reference is [20], which considers the $M^s/M/c+D$ queue, and which focuses on the loss probability, providing an exact expression for it in terms of the waiting time distribution of the ordinary $M^s/M/c$ queue. We refer to p. 364 of [16] for an overview of the literature of the single server queue with impatience. See [1, 2, 14, 26] for $G/G/1+G$, [12] for $G/G/1+D$, [23] for $M/G/1+M$, [8, 17] for $M/G/1+PH$, [3, 12, 14] for $M/G/1+D$, [1, 2, 5] for $M/G/1+G$. All these references concern impatience w.r.t. waiting time. Impatience w.r.t. sojourn time is being considered in [8], and also in [5]; to distinguish between the two, one might use
the notations \( +G^w \) and \( +G^s \) for impatience w.r.t. waiting and sojourn time, respectively. An exact analysis of queueing systems with impatience and multiple servers is not only given in [20], but also, e.g., in [4, 7]. See, furthermore, [6] for bounds and approximations for the loss probability, [19] for waiting time approximations and, e.g., [30] for asymptotics and [28] for a diffusion control problem for a multiserver queue for which the tradeoff between blocking and abandonment is studied.

Main results. A key observation of the paper is, that the virtual waiting time (workload) in both the \( M^x/G/1+G_{\text{same}} \) and \( M^x/G/1+G_{\text{diff}} \) queue can be viewed as the workload in an \( M/G/1 \) queue in which the service time of a customer depends on its waiting time \( y \) in a particular way (PDF \( G(w \mid y) \)). We derive an expression for the workload density in that \( M/G/1 \) queue. We also express the loss probability in the \( M^x/G/1+G_{\text{same}} \) and \( M^x/G/1+G_{\text{diff}} \) queue into that workload density. In subsequent sections \( G(w \mid y) \) is worked out in detail for the \( M^x/G/1+G_{\text{same}} \) and \( M^x/G/1+G_{\text{diff}} \) queue. We thus derive the distribution of the steady-state workload and waiting time, and also the loss probability, in those batch arrival models with impatience.

Notation. For convenience of the notation, we define \( \overline{p}_n (n = 1, 2, \ldots) \), \( G(x) \) \((x \geq 0)\), and \( H(x) \) \((x \geq 0)\) as the complementary PDFs given by

\[
\overline{p}_n = \sum_{k=n}^{\infty} p_k, \quad G(x) = 1 - G(x), \quad H(x) = 1 - H(x),
\]

respectively. Note here that \( \overline{p}_1 = 1 \).

We define \( g^{(n)}(x) \) \((x \geq 0, n = 1, 2, \ldots)\) as the \( n \)-fold convolution of \( g(x) \), and \( G^{(n)}(x) \) \((x \geq 0, n = 1, 2, \ldots)\) as the corresponding PDF.

\[
g^{(1)}(x) = g(x), \quad g^{(n)}(x) = g^{(n-1)} * g(x), \quad n = 2, 3, \ldots, \quad G^{(n)}(x) = \int_0^x g^{(n)}(y)dy.
\]

We also define \( \rho \) as the traffic intensity.

\[
\rho = \lambda E[B]E[G].
\]

To avoid inessential complications, we assume \( G(0) = 0 \) and \( H(0) = 0 \), i.e., there are no customers with zero service times or impatience times. Empty sum and empty product terms are defined as zero and one, respectively.

Organization of the paper. In Section 2, we discuss properties of the virtual waiting time and the loss probability which the \( M^x/G/1+G_{\text{same}} \) and \( M^x/G/1+G_{\text{diff}} \) queues have in common. In Section 3, we focus on the \( M^x/G/1+G_{\text{same}} \)
queue. We consider the stability condition, the number of losses, and the actual waiting time distribution. The obtained expressions simplify considerably for the special cases (geometric batch size, exponential service times, exponential patience) which are treated in Subsection 3.2. The $M^x/G/1+G_{\text{diff}}$ queue, which is considered in Section 4, is considerably more complicated than the $M^x/G/1+G_{\text{same}}$ queue; we have to be satisfied with results for the $M^{\text{geo}}/G/1+G_{\text{diff}}$ queue (virtual waiting time, number of losses) and for the $M^x/M/1+M_{\text{diff}}$ queue. In the latter case, we can determine the queue length and virtual waiting time distribution, as well as the number of losses.

Section 5 is devoted to the $M^x/G/1+D$ queue, i.e., a queue with constant impatience, which is a special case of both the $M^x/G/1+G_{\text{same}}$ and the $M^x/G/1+G_{\text{diff}}$ queue. We obtain the distributions of virtual and actual waiting time. In addition, we conduct an analysis of the busy period. Finally, we conclude this paper in Section 6.

2 Unified observation for virtual waiting time and loss probability

In this section, we briefly discuss some properties of the virtual waiting time (workload) and the loss probability which the $M^x/G/1+G_{\text{same}}$ and $M^x/G/1+G_{\text{diff}}$ queues have in common. Regarding each batch as a single customer, we obtain single-arrival queueing models whose virtual waiting time processes are identical to those of the original $M^x/G/1+G_{\text{same}}$ and $M^x/G/1+G_{\text{diff}}$ queues. It is readily verified that each of these single-arrival queueing models can be formulated as an M/G/1 queue with service times dependent on waiting times [22], which have the following features.

(i) Customers arrive according to a Poisson process with rate $\lambda$,

(ii) All customers are patient, i.e., they do not leave the system before their service completion, and

(iii) The service time of an arriving customer who finds $y$ ($y \geq 0$) amount of work in system is distributed according to a PDF $G(w \mid y)$ ($w \geq 0$).

We define the mean service time of a customer who finds $y$ amount of work in the system, $\beta(y)$, ($y \geq 0$) as

$$\beta(y) = \int_{w=0}^{\infty} wdG(w \mid y).$$

(4)

In the M/G/1 queue with service times dependent on waiting times, the system is stable if the following conditions are satisfied.

$$\lambda \beta(y) < \infty \quad \text{for all} \; y \geq 0, \quad \limsup_{y \to \infty} \lambda \beta(y) < 1.$$  

(5)

Remark 1 [22] states that this stability condition is proved in [11]. Intuitively, (5) implies that the mean amount of work brought into the system per time unit is less than one if the workload in system is sufficiently large. Note that a similar stability condition is derived in Theorem 10.2 of [21] for an M/G/1
queue where both the arrival rate and the service time distribution are dependent on the workload.

Once the two-variable function $G(w | y)$ $(w \geq 0, y \geq 0)$ is given, and if it satisfies (5), we can characterize the stationary virtual waiting time of this single-arrival model as follows. To make the notation simpler, we define $\overline{G}(w | y)$ $(w \geq 0, y \geq 0)$ as

$$\overline{G}(w | y) = 1 - G(w | y).$$

Let $v(x)$ $(x > 0)$ denote the PDF of the stationary virtual waiting time, and let $\pi_0$ denote the stationary probability that the system is empty. Note that

$$\pi_0 + \int_{0+}^{\infty} v(x)dx = 1.$$  \hspace{1cm} (6)

Using the level-crossing argument [9, 13], we have

$$v(x) = \lambda \pi_0 \overline{G}(x | 0) + \lambda \int_{0+}^{x} v(y)\overline{G}(x - y | y)dy, \hspace{1cm} x > 0.$$ \hspace{1cm} (7)

This is a Volterra integral equation of the second kind, whose solution is uniquely given by

$$v(x) = \pi_0 \sum_{n=1}^{\infty} \phi_n(x), \hspace{1cm} x > 0,$$ \hspace{1cm} (8)

where \{\phi_n(x), x > 0\}_{n=1,2,...} is a sequence of functions defined as

$$\phi_1(x) = \lambda \overline{G}(x | 0), \hspace{1cm} x > 0,$$ \hspace{1cm} (9)

$$\phi_n(x) = \lambda \int_{0+}^{x} \phi_{n-1}(y)\overline{G}(x - y | y)dy, \hspace{1cm} x > 0, n = 2, 3, \ldots.$$ \hspace{1cm} (10)

Furthermore, $\pi_0$ is obtained from (6):

$$\pi_0 = \left[1 + \sum_{n=1}^{\infty} c_n\right]^{-1},$$ \hspace{1cm} (11)

where

$$c_n = \int_{0+}^{\infty} \phi_n(x)dx, \hspace{1cm} n = 1, 2, \ldots.$$  

Therefore, once $\overline{G}(w | y)$ $(w \geq 0, y \geq 0)$ of the $M^{x}/G/1+G$ queues are derived, $\pi_0$ and $v(x)$ $(x \geq 0)$ in these models are immediately obtained. In addition, we can also obtain the loss probability based on this. For each of the $M^{x}/G/1+G_{\text{same}}$ and $M^{x}/G/1+G_{\text{diff}}$ queues, let $P_{\text{loss}}$ denote the stationary loss probability, i.e., the probability that a randomly chosen customer leaves the system without receiving service. The following theorem shows that $P_{\text{loss}}$ is given in terms of $\pi_0$, as is the case for the single-arrival $M/G/1+G$ queue [14].
Theorem 1 In each of the $M^x/G/1+G_{\text{same}}$ and $M^x/G/1+G_{\text{diff}}$ queues, $P_{\text{loss}}$ is given by

$$P_{\text{loss}} = 1 - \frac{1 - \pi_0}{\rho}. \quad (12)$$

Proof Applying Little’s law to the server, we obtain

$$1 - \pi_0 = \lambda E[B] \cdot (1 - P_{\text{loss}}) \cdot E[G],$$

which implies (12).

Theorem 1 can be intuitively understood by rewriting (12) into

$$1 - P_{\text{loss}} = \frac{1 - \pi_0}{\rho}.$$

The right-hand side of this equation represents the ratio of the amount per time unit of processed workload $1 - \pi_0$ and that of offered workload $\rho$. When customers arrive one by one, i.e., in the $M/G/1+G$ queue, $1 - P_{\text{loss}}$ is also equal to

$$\pi_0 + \int_{y=0}^{\infty} v(y) \mathcal{H}(y) dy. \quad (13)$$

The following corollary is an extension of this relation to the $M^x/G/1+G_{\text{same}}$ and $M^x/G/1+G_{\text{diff}}$ queues.

Corollary 1 $P_{\text{loss}}$ satisfies

$$1 - P_{\text{loss}} = \frac{\lambda \pi_0 \beta(0) + \lambda \int_{y=0}^{\infty} v(y) \beta(y) dy}{\rho}, \quad (14)$$

where $\beta(y) (y \geq 0)$ is defined as (4).

Proof Note that (4) implies

$$\beta(y) = \int_{w=0}^{\infty} dG(w | y) \int_{t=0}^{w} dt$$
$$= \int_{t=0}^{\infty} dt \int_{w=t}^{\infty} dG(w | y)$$
$$= \int_{t=0}^{\infty} \mathcal{G}(t | y) dt, \quad y \geq 0. \quad (15)$$

Taking the integral of both sides of (7) over $x \in (0, \infty)$, we obtain

$$1 - \pi_0 = \lambda \pi_0 \beta(0) + \lambda \int_{x=0}^{\infty} dx \int_{y=0}^{x} \mathcal{G}(x - y | y) v(y) dy$$
$$= \lambda \pi_0 \beta(0) + \lambda \int_{y=0}^{\infty} v(y) dy \int_{x=y}^{\infty} \mathcal{G}(x - y | y) dx.$$
\[
= \lambda \left( \pi_0 \beta(0) + \int_{y=0^+}^{\infty} v(y) \beta(y) \, dy \right).
\]

It then follows from Theorem 1 that

\[\lambda \pi_0 \beta(0) + \lambda \int_{y=0^+}^{\infty} v(y) \beta(y) \, dy = \rho(1 - P_{\text{loss}}),\]

which implies (14).

In the M/G/1+G queue, \(\lambda \beta(y) = \rho \overline{H}(y)\) holds for \(y \geq 0\), so that the right-hand side of (14) reduces to (13). Also, it is easy to see that the numerator of the right-hand side of (14) can be interpreted as the amount of processed workload per time unit, which is also equal to \(1 - \pi_0\) as mentioned above.

We derive \(G(w \mid y) (w \geq 0, y \geq 0)\) for the \(M^x/G/1+G_{\text{same}}\) and \(M^x/G/1+G_{\text{diff}}\) queues in Sections 3 and 4, respectively. Using the above results, we then derive stability conditions of the original models, and obtain \(v(x) (x > 0), \pi_0, P_{\text{loss}},\) and other performance measures. We also discuss the \(M^x/G/1+D\) queue in Section 5, which is a special case of both \(M^x/G/1+G_{\text{same}}\) and \(M^x/G/1+G_{\text{diff}}\) queues.

3 The \(M^x/G/1+G_{\text{same}}\) queue

In this section, we consider the \(M^x/G/1+G_{\text{same}}\) queue. We assume that customers of the same batch have the same impatience time, which is distributed according to a general distribution with the PDF \(H(x) (x \geq 0)\).

3.1 General case

We first derive \(G(w \mid y) (w \geq 0, y \geq 0)\) defined in Section 2. Suppose an arriving batch sees \(A\) amount of work in the system. Let \(N_{\text{loss}}\) (resp. \(N_{\text{admit}}\)) denote the number of lost (resp. admitted) customers in this batch. Further let \(W_i (i = 1, 2, \ldots, N_{\text{admit}})\) denote the service time of the \(i\)th admitted customer. We define the joint conditional probability \(F(n, k; w_1, w_2, \ldots, w_k \mid y) (y \geq 0, w_1 > 0, w_2 > 0, \ldots, w_k > 0, n = 0, 1, \ldots, k = 1, 2, \ldots)\) as

\[
F(n, k; w_1, w_2, \ldots, w_k \mid y) = \Pr(N_{\text{loss}} = n, N_{\text{admit}} = k, W_1 \leq w_1, W_2 \leq w_2, \ldots, W_k \leq w_k \mid A = y).
\]

We further define \(f(n, k; w_1, w_2, \ldots, w_k \mid y) (y \geq 0, w_1 > 0, w_2 > 0, \ldots, w_k > 0, n = 0, 1, \ldots, k = 1, 2, \ldots)\) as

\[
f(n, k; w_1, w_2, \ldots, w_k \mid y) = \frac{\partial^n F(n, k; w_1, w_2, \ldots, w_k \mid y)}{\partial w_1 \partial w_2 \cdots \partial w_k}.
\]
Lemma 1 \( f(n; k; w_1, w_2, \ldots, w_k | y) \) \((y \geq 0, w_1 > 0, w_2 > 0, \ldots, w_k > 0, n = 0, 1, \ldots, k = 1, 2, \ldots)\) is given by
\[
f(0; k; w_1, w_2, \ldots, w_k | y) = p_k \overline{H}(y + \sum_{m=1}^{k-1} w_m) \prod_{i=1}^{k} g(w_i),
\]
\[
f(n; k; w_1, w_2, \ldots, w_k | y) = p_{n+k} \left[ \overline{H}(y + \sum_{m=1}^{k-1} w_m) - \overline{H}(y + \sum_{m=1}^{k} w_m) \right] \prod_{i=1}^{k} g(w_i), \quad n = 1, 2, \ldots.
\]

Proof Lemma 1 follows from the definition of \( f(n; k; w_1, w_2, \ldots, w_k | y) \).
\(\Box\)

Lemma 2 In the \(M^c/G/1+G\) queue, \(\overline{G}(w | y) (w \geq 0, y \geq 0)\) and \(\beta(y) (y \geq 0)\) are given by
\[
\overline{G}(w | y) = \overline{H}(y)\overline{G}(w) + \int_{0}^{w} \overline{H}(y + u) \sum_{k=2}^{\infty} p_k g^{(k-1)}(u) \overline{G}(w - u) du, \quad (17)
\]
\[
\beta(y) = E[G] \sum_{k=1}^{\infty} p_k E \left[ \overline{H} \left( y + \sum_{m=1}^{k-1} G_m \right) \right], \quad (18)
\]
where \(\{G_n\}_{n=1,2,\ldots}\) denotes a sequence of i.i.d. random variables distributed according to the service time distribution \(G(x)\).

The proof of Lemma 2 is provided in Appendix A.

Theorem 2 The \(M^c/G/1+G\) queue is stable if
\[
\rho < \infty, \quad \rho h_{\infty} < 1. \quad (19)
\]

Proof The mean batch size \(E[B]\) is given in terms of \(p_n (n = 1, 2, \ldots)\) by
\[
E[B] = \sum_{n=1}^{\infty} n p_n = \sum_{n=1}^{\infty} p_n \sum_{i=1}^{n} 1 = \sum_{i=1}^{\infty} \overline{p}_i.
\]
It then follows from (18) that
\[
E[G]E[B]h_{\infty} \leq \beta(y) \leq E[G]E[B]\overline{H}(y), \quad y \geq 0,
\]
which implies
\[
\rho h_{\infty} \leq \lambda \beta(y) \leq \rho \overline{H}(y), \quad y \geq 0,
\]
and, cf. (1),
\[
\lim_{y \to \infty} \lambda \beta(y) = \rho h_{\infty}.
\]
Therefore, if (19) holds, the stability condition (5) is satisfied. \(\Box\)
In the rest of this section, we assume that (19) holds, so that the system is stable. Recall that under this assumption, the stationary virtual waiting time distribution is immediately obtained from (8) and (11).

We next consider the number of losses. Let \( P_{\text{loss}}(n) \) \((n = 0, 1, \ldots)\) denote the probability that the number of lost customers in a randomly chosen batch is equal to \( n \). Also, let \( P_{\text{loss}}(n \mid x) \) \((x \geq 0, n = 0, 1, \ldots)\) denote the conditional probability that the number of lost customers in a randomly chosen batch is equal to \( n \), given that this batch finds \( x \) amount of work on arrival. Owing to PASTA, \( P_{\text{loss}}(n) \) is given in terms of \( P_{\text{loss}}(n \mid x) \) by

\[
P_{\text{loss}}(n) = \pi_0 P_{\text{loss}}(n \mid 0) + \int_0^\infty P_{\text{loss}}(n \mid x) v(x) \, dx, \quad n = 0, 1, \ldots \tag{20}
\]

\textbf{Theorem 3} \( P_{\text{loss}}(n \mid x) \) \((n = 0, 1, \ldots, x \geq 0)\) is given by

\[
P_{\text{loss}}(0 \mid x) = \sum_{k=1}^\infty p_k \mathbb{E} \left[ \Pi \left( x + \sum_{m=1}^{k-1} G_m \right) \right], \tag{21}
\]

\[
P_{\text{loss}}(n \mid x) = p_n H(x) + \sum_{k=1}^n p_{n+k} \mathbb{E} \left[ \Pi \left( x + \sum_{m=1}^{k-1} G_m \right) - \Pi \left( x + \sum_{m=1}^k G_m \right) \right], \quad n = 1, 2, \ldots \tag{22}
\]

\textbf{Proof} Theorem 3 immediately follows from Lemma 1 and the following relations.

\[
P_{\text{loss}}(0 \mid x) = \sum_{k=1}^\infty \int_0^\infty \int_0^\infty \cdots \int_0^\infty f(0, k; w_1, w_2, \ldots, w_k \mid x) \, dw_k dw_{k-1} \cdots dw_1,
\]

\[
P_{\text{loss}}(n \mid x) = p_n H(x) + \sum_{k=1}^n \int_0^\infty \int_0^\infty \cdots \int_0^\infty f(n, k; w_1, w_2, \ldots, w_k \mid x) \, dw_k dw_{k-1} \cdots dw_1.
\]

Finally, we consider the actual waiting time of each customer. For a randomly chosen customer, let \( H \) denote her impatience time, and let \( N_{\text{front}} \) denote the number of customers of the same batch who are in front of her. Let \( \hat{A} \) denote the workload in system seen by the batch which contains the randomly chosen customer, and let \( \hat{W}_i \) \((i = 1, 2, \ldots, N_{\text{front}})\) denote the service time of the \( i \)-th customer of the batch. We then define \( Q(0 \mid y) \) \((y \geq 0)\) and \( Q(n; w_1, w_2, \ldots, w_n \mid y) \) \((y \geq 0, w_1 > 0, w_2 > 0, \ldots, w_n > 0, n = 1, 2, \ldots)\) as

\[
Q(0 \mid y) = \Pr(N_{\text{front}} = 0, H > y \mid \hat{A} = y), \tag{23}
\]

and

\[
Q(n; w_1, w_2, \ldots, w_n \mid y) = \Pr\left( N_{\text{front}} = n, H > y + \sum_{i=1}^n W_i \right).
\]
\[ W_1 \leq w_1, W_2 \leq w_2, \ldots, W_n \leq w_n \mid \hat{A} = y \].

We define \( q(n; w_1, w_2, \ldots, w_n \mid y) \) \((y \geq 0, w_1 > 0, w_2 > 0, \ldots, w_n > 0, n = 1, 2, \ldots)\) as

\[
q(n; w_1, w_2, \ldots, w_n \mid y) = \frac{\partial^n Q(n; w_1, w_2, \ldots, w_n \mid y)}{\partial w_1 \partial w_2 \cdots \partial w_n}.
\]

We further define \( q_{\text{total}}(w \mid y) \) \((w > 0, y \geq 0, n = 1, 2, \ldots)\) as

\[
q_{\text{total}}(w \mid y) = q(1; w \mid y) + \sum_{n=2}^{\infty} \int_{w_1=0}^{w} \int_{w_2=0}^{w-w_1} \cdots \int_{w_{n-1}=0}^{w-w_1-w_2-\cdots-w_{n-2}} \cdot q(n; w_1, w_2, \ldots, w_{n-1}, w - \sum_{i=1}^{n-1} w_i \mid y) dw_{n-1} dw_{n-2} \cdots dw_1.
\]

**Lemma 3** \( Q(0 \mid y) \) \((y \geq 0)\) and \( q(n; w_1, w_2, \ldots, w_n \mid y) \) \((y \geq 0, w_1 > 0, w_2 > 0, \ldots, w_n > 0, n = 1, 2, \ldots)\) are given by

\[
Q(0 \mid y) = \frac{1}{E[B]} \cdot \mathcal{H}(y),
\]

\[
q(n; w_1, w_2, \ldots, w_n \mid y) = \frac{\mathcal{F}_{n+1}}{E[B]} \cdot \mathcal{H}(y + \sum_{m=1}^{n} w_m) \prod_{i=1}^{n} g(w_i).
\]

**Proof** Because \( \hat{A} \) and \( N_{\text{front}} \) are independent, (23) and (24) are rewritten to be

\[
Q(0 \mid y) = \Pr(N_{\text{front}} = 0) \Pr(H > y),
\]

and

\[
Q(n; w_1, w_2, \ldots, w_n \mid y)
= \Pr(N_{\text{front}} = n) \Pr(H > y + \sum_{m=1}^{n} w_m, \hat{W}_1 \leq w_1, \hat{W}_2 \leq w_2, \ldots, \hat{W}_n \leq w_n).
\]

We then obtain (27) and (28), using (3) and

\[
\Pr(N_{\text{front}} = n) = \sum_{k=n+1}^{\infty} \frac{kp_k}{E[B]} \cdot \frac{1}{k} = \frac{\mathcal{F}_{n+1}}{E[B]}, \quad n = 0, 1, \ldots.
\]

\[
\Box
\]

**Corollary 2** \( q_{\text{total}}(w \mid y) \) \((w > 0, y \geq 0)\) is given by

\[
q_{\text{total}}(w \mid y) = \frac{\mathcal{H}(y + w)}{E[B]} \sum_{n=1}^{\infty} \mathcal{F}_{n+1} g^{(n)}(w).
\]
Proof It follows from (26) and Lemma 3 that
\[ q_{\text{total}}(w \mid y) = \frac{p_2}{E[B]} \cdot \mathcal{H}(y + w) g(w) + \sum_{n=2}^{\infty} \frac{p_{n+1}}{E[B]} \mathcal{H}(y + w) \int_{w_{n-1}=0+}^{w_n-w_{n-1}} \cdots \int_{w_2=0+}^{w-w_1} \int_{w_1=0+}^{w} g(w - \sum_{i=1}^{n-1} w_i) \prod_{i=1}^{n-1} g(w_i) \, dw_{n-1} \cdots dw_1, \]
which implies (29). \[\square\]

Remark 2 It follows from (15), (17), (27), and (29) that
\[ \overline{G}(w \mid y) = E[B] \left( Q(0 \mid y) \overline{G}(w) + \int_{0+}^{w} q_{\text{total}}(u \mid y) \overline{G}(w - u) \, du \right), \]
\[ w \geq 0, \quad y \geq 0, \quad (30) \]
and,
\[ \beta(y) = E[B] E[G] Q(0 \mid y) + E[B] \int_{w=0}^{\infty} dw \int_{u=0+}^{w} q_{\text{total}}(u \mid y) \overline{G}(w - u) \, du \]
\[ = \frac{\rho}{\lambda} \cdot Q(0 \mid y) + E[B] \int_{u=0+}^{\infty} q_{\text{total}}(u \mid y) \, du \int_{w=u}^{\infty} \overline{G}(w - u) \, dw \]
\[ = \frac{\rho}{\lambda} \left( Q(0 \mid y) + \int_{0+}^{\infty} q_{\text{total}}(u \mid y) \, du \right), \quad y \geq 0. \quad (31) \]

Let \( D \) denote the actual waiting time of a randomly chosen customer who is not lost. Let \( D(x) \) \((x \geq 0)\) and \( d(x) \) \((x > 0)\) denote the PDF and the p.d.f. of \( D \), respectively. Note that
\[ D(0) + \int_{0+}^{\infty} d(x) \, dx = 1. \quad (32) \]
The following theorem follows immediately from the definitions of \( Q(0 \mid x) \) and \( q_{\text{total}}(t \mid y) \).

**Theorem 4** \( D(0) \) and \( d(x) \) \((x > 0)\) are given by
\[ D(0) = \frac{1}{1 - P_{\text{loss}}} \cdot \pi_0 Q(0 \mid 0) = \frac{\pi_0}{(1 - P_{\text{loss}}) E[B]}, \quad (33) \]
\[ d(x) = \frac{1}{1 - P_{\text{loss}}} \left[ \pi_0 q_{\text{total}}(x \mid 0) + v(x) Q(0 \mid x) + \int_{0+}^{x} v(t) q_{\text{total}}(x - t \mid t) \, dt \right]. \quad (34) \]
Remark 3 Using (14) and (31), we can verify that

\[ 1 - P_{\text{loss}} = \pi_0 Q(0 \mid 0) + \int_0^\infty \left[ \pi_0 q_{\text{total}}(x \mid 0) + v(x) Q(0 \mid x) \right. \]
\[ \left. + \int_{0^+}^x v(t) q_{\text{total}}(x - t \mid t) dt \right] dx, \]

so that (33) and (34) satisfy the normalization condition (32).

The actual waiting time distribution is thus given in terms of the virtual waiting time distribution. In addition, it is directly given by the solution of a Volterra integral equation of the second kind as follows.

Lemma 4 \( d(x) (x \geq 0) \) satisfies the following integral equation.

\[ d(x) = D(0) \overline{H}(x) \left( \lambda \overline{G}_{\text{batch}}(x) + \sum_{n=1}^\infty p_{n+1} g^{(n)}(x) \right) \]
\[ + \lambda \overline{H}(x) \int_{0^+}^x d(y) \overline{G}_{\text{batch}}(x - y) dy, \quad x > 0, \quad (35) \]

where \( \overline{G}_{\text{batch}}(x) (x \geq 0) \) is defined as

\[ \overline{G}_{\text{batch}}(x) = 1 - \sum_{n=1}^\infty p_n G^{(n)}(x). \quad (36) \]

The proof of Lemma 4 is provided in Appendix B.

Remark 4 If \( p_1 = 1 \) and \( p_n = 0 \) (\( n = 2, 3, \ldots \)), i.e., in the M/G/1+G queue, we have

\[ D(0) = \frac{\pi_0}{1 - P_{\text{loss}}}, \quad d(x) = \frac{v(x) \overline{H}(x)}{1 - P_{\text{loss}}}, \]

and (7) is rewritten to be

\[ v(x) = \lambda \pi_0 \overline{G}(x) + \lambda \int_{0^+}^x v(y) \overline{H}(y) \overline{G}(x - y) dy. \]

It then follows that

\[ d(x) = \frac{\overline{H}(x)}{1 - P_{\text{loss}}} \left[ \lambda \pi_0 \overline{G}(x) + \lambda (1 - P_{\text{loss}}) \int_{0^+}^x d(y) \overline{G}(x - y) dy \right] \]
\[ = \lambda D(0) \overline{H}(x) \overline{G}(x) + \lambda \overline{H}(x) \int_{0^+}^x d(y) \overline{G}(x - y) dy, \]

which is consistent with (35), because \( p_n = 0 \) (\( n = 2, 3, \ldots \)) and \( \overline{G}_{\text{batch}}(x) = \overline{G}(x) (x \geq 0) \) in this case.
Theorem 5 $d(x)$ ($x \geq 0$) and $D(0)$ are given by
\begin{align}
d(x) &= D(0) \sum_{n=1}^{\infty} \phi_{D,n}(x), \quad x > 0, \quad (37) \\
D(0) &= \left[ 1 + \sum_{n=1}^{\infty} c_{D,n} \right]^{-1}, \quad (38)
\end{align}
where $\{\phi_{D,n}(x); x > 0\}_{n=1,2,\ldots}$ is a sequence of functions given by
\begin{align}
\phi_{D,1}(x) &= \Pi(x) \left( \lambda \Gamma_{batch}(x) + \sum_{m=1}^{\infty} p_{m+1} g^{(m)}(x) \right), \quad (39) \\
\phi_{D,n}(x) &= \lambda \Pi(x) \int_{0^+}^{x} \phi_{D,n-1}(y) \Gamma_{batch}(x-y) dy, \quad n = 2, 3, \ldots, \quad (40)
\end{align}
and $c_{D,n}$ ($n = 1, 2, \ldots$) is given by
\[ c_{D,n} = \int_{0^+}^{\infty} \phi_{D,n}(x) dx. \]

Proof (37) and (38) is proved in the exactly same way as (8) and (11), using Lemma 4 and (32).

Remark 5 Using (12) and (33), we can verify that
\[ D(0) = \frac{\pi_0}{(1 - P_{\text{loss}}) E[B]} = \frac{\pi_0 \rho}{(1 - \pi_0) E[B]}, \]
which implies
\[ \pi_0 = \frac{E[B] D(0)}{\rho + E[B] D(0)}. \quad (41) \]
Therefore, $\pi_0$ is given in terms of $D(0)$. Furthermore, using (12) and (41), it is verified that $P_{\text{loss}}$ is also given in terms of $D(0)$ by
\[ P_{\text{loss}} = 1 - \frac{1}{\rho + E[B] D(0)}. \quad (42) \]

3.2 Special cases

In this subsection, we consider several special cases of the $M^x/G/1+G_{\text{same}}$ queue. In Section 3.2.1, we show that the expression for the number of losses given in Theorem 3 is much simplified in the $M^{geo}/G/1+G_{\text{same}}$ queue. Next, we derive a specialized formula for the actual waiting time distribution in the $M^{geo}/M/1+G_{\text{same}}$ queue in Section 3.2.2. We consider the $M^x/M/1+M_{\text{same}}$ queue with general batch sizes in Section 3.2.3, and obtain the Laplace-Stieltjes transform (LST) of the virtual waiting time. Finally in Section 3.2.4, we consider the $M^{geo}/M/1+M_{\text{same}}$ queue, which is the intersection of the $M^{geo}/M/1+G_{\text{same}}$ and $M^x/M/1+M_{\text{same}}$ queues.
3.2.1 M_{geo}/G/1+Gsame queue

We assume that sizes of batches follow a geometric distribution, i.e.,

\[ p_n = (1 - \alpha)\alpha^{n-1}, \quad n = 1, 2, \ldots, \]

(43)

where \( \alpha \in [0, 1) \). In this case, the traffic intensity \( \rho \) is given by

\[ \rho = \frac{\lambda E[G]}{1 - \alpha}. \]

(44)

Note that (2) is reduced to be

\[ \bar{p}_n = \alpha^{n-1}, \quad n = 1, 2, \ldots, \]

(45)

so that we have from (17) and (18),

\[ G(w \mid y) = H(y)G(w) + \int_0^w H(y + u) \sum_{k=1}^\infty \alpha^k g^{(k)}(u) G(w - u) du, \]

\[ \beta(x) = E[G] \sum_{k=1}^\infty \alpha^k \beta(x + \sum_{m=1}^{k-1} G_m). \]

(46)

**Theorem 6** In the M_{geo}/G/1+Gsame queue,

(i) \( P_{\text{loss}}(n \mid x) \) (\( n = 0, 1, \ldots \)) is given by

\[ P_{\text{loss}}(0 \mid x) = \frac{\lambda \beta(x)}{\rho}, \quad x \geq 0, \]

(47)

\[ P_{\text{loss}}(n \mid x) = [1 - P_{\text{loss}}(0 \mid x)](1 - \alpha)\alpha^{n-1}, \quad x \geq 0, n = 1, 2, \ldots, \]

(48)

and

(ii) \( P_{\text{loss}}(n) \) (\( n = 0, 1, \ldots \)) is given in terms of the loss probability \( P_{\text{loss}} \) by

\[ P_{\text{loss}}(0) = 1 - P_{\text{loss}}, \]

(49)

\[ P_{\text{loss}}(n) = P_{\text{loss}}(1 - \alpha)\alpha^{n-1}, \quad n = 1, 2, \ldots. \]

(50)

**Remark 6** (48) implies that the conditional number of lost customers in a batch \([N_{\text{loss}} \mid N_{\text{loss}} > 0]\) is distributed according to the geometric distribution with parameter \( 1 - \alpha \). This is almost obvious from the memoryless property of geometric distributions.

**Remark 7** (49) can be understood intuitively as follows. Let \( M \) denote a generic random variable for sizes of batches. For a randomly chosen customer, let \( \tilde{M} \) denote the number of customers in the same batch who are in front of her. \( 1 - P_{\text{loss}} \) is then given by the probability that \( A + \sum_{n=1}^{\tilde{M}} G_n \) is less than \( H \), where \( H \) denotes a generic random variable for impatience times. On the other hand, \( P_{\text{loss}}(0) \) is given by the probability that \( A + \sum_{n=1}^{M-1} G_n \) is less than \( H \). If \( M \) is geometrically distributed, \( \tilde{M} \) and \( M - 1 \) have the same distribution, so that (49) holds.
Proof We first consider (i). (47) immediately follows from (21), (44), and (46). Similarly, (48) is obtained from (22) as follows.

\[ P_{\text{loss}}(n \mid x) = (1 - \alpha)\alpha^{n-1} H(x) \]

\[ + (1 - \alpha)\alpha^{n-1}\left\{ \sum_{k=1}^{\infty} \alpha^k E\left[ \overline{H}(x + \sum_{m=1}^{k-1} G_m) \right] - \sum_{k=1}^{\infty} \alpha^k E\left[ \overline{H}(x + \sum_{m=1}^{k} G_m) \right] \right\} \]

\[ = (1 - \alpha)\alpha^{n-1}\left\{ H(x) + \alpha \overline{H}(x) \right. \]

\[ - (1 - \alpha)\sum_{k=2}^{\infty} \alpha^{k-1} E\left[ \overline{H}(x + \sum_{m=1}^{k-1} G_m) \right] \right\} \]

\[ = (1 - \alpha)\alpha^{n-1}\left\{ H(x) + \alpha \overline{H}(x) + (1 - \alpha)\overline{H}(x) \right. \]

\[ - (1 - \alpha)\sum_{k=2}^{\infty} \alpha^{k-1} E\left[ \overline{H}(x + \sum_{m=1}^{k-1} G_m) \right] \right\} \]

\[ = (1 - \alpha)\alpha^{n-1}\left\{ H(x) + \alpha \overline{H}(x) + (1 - \alpha)\overline{H}(x) - P_{\text{loss}}(0 \mid x) \right\} \]

\[ = (1 - \alpha)\alpha^{n-1}[1 - P_{\text{loss}}(0 \mid x)]. \]

Next, we consider (ii). Using (20) and (47), we have

\[ P_{\text{loss}}(0) = \frac{\lambda \pi_0 \beta(0)}{\rho} + \int_{0}^{\infty} \frac{\lambda \beta(x)}{\rho} \cdot v(x)dx. \]

(49) thus follows from (14). Similarly, for \( n = 1, 2, \ldots, (20) \) and (48) imply

\[ P_{\text{loss}}(n) = (1 - \alpha)\alpha^{n-1}\left[ \pi_0[1 - P_{\text{loss}}(0 \mid 0)] + \int_{0^+}^{\infty} [1 - P_{\text{loss}}(0 \mid x)]v(x)dx \right] \]

\[ = (1 - \alpha)\alpha^{n-1}(1 - P_{\text{loss}}(0)). \]

We then obtain (50) from this equation and (49). \( \Box \)

3.2.2 \( M^{geo}/M/1+G_{\text{same}} \) queue

In this subsection, we assume (43) and

\[ g(x) = \mu \exp[-\mu x], \quad x \geq 0, \] (51)

where \( \mu > 0 \). It follows from (44) that

\[ \rho = \frac{\lambda}{\mu(1 - \alpha)}. \] (52)
In this case, we have
\[
\sum_{k=2}^{\infty} p_k g^{(k-1)}(x) = \sum_{k=2}^{\infty} \alpha^{k-1} \cdot \frac{\mu \exp[-\mu x] (\mu x)^{k-2}}{(k-2)!} \\
= \alpha \mu \exp[-\mu x] \exp[\alpha x] \\
= \alpha \mu \exp[-(1-\alpha)\mu x].
\] (53)

(17) is then reduced to be
\[
\overline{G}(w | y) = \overline{H}(y) \exp[-\mu w] \\
+ \alpha \mu \int_0^w \overline{H}(y + u) \exp[-(1-\alpha)\mu u] \exp[-\mu(w-u)] du \\
= \exp[-\mu w] \left[ \overline{H}(y) + \alpha \mu \int_0^w \overline{H}(y + u) \exp[\alpha \mu u] du \right].
\] (54)

Although \(\overline{G}(w | y)\) in (54) takes a simpler form than the general case (17), it does not seem to substantially simplify the formulas (7) and (8) for the virtual waiting time.

On the other hand, \(\overline{G}_{\text{batch}}(x)\) \((x \geq 0)\) given by (36) is reduced to be
\[
\overline{G}_{\text{batch}}(x) = 1 - \sum_{n=1}^{\infty} (1-\alpha)\alpha^{n-1} \left( 1 - \sum_{m=0}^{n-1} \frac{\exp[-\mu x] (\mu x)^m}{m!} \right) \\
= \sum_{n=1}^{\infty} (1-\alpha)\alpha^{n-1} \sum_{m=0}^{n-1} \frac{\exp[-\mu x] (\mu x)^m}{m!} \\
= \sum_{m=0}^{\infty} \frac{\exp[-\mu x] (\mu x)^m}{m!} \sum_{n=m+1}^{\infty} (1-\alpha)\alpha^{n-1} \\
= \sum_{m=0}^{\infty} \frac{\exp[-\mu x] (\alpha x)^m}{m!} \\
= \exp[-(1-\alpha)\mu x].
\] (55)

This leads to a specialized formula for the actual waiting time distribution, which is given in the following theorem.

**Theorem 7** In the \(M^{\text{geo}}/M/1+G_{\text{same}}\) queue, \(D(0)\) and \(d(x)\) are given by
\[
d(x) = (\lambda + \alpha \mu) D(0) \overline{H}(x) \exp[\lambda J(x) - (1-\alpha)\mu x], \quad x > 0, \quad (56)
\]
\[
D(0) = \left[ 1 + \int_0^\infty (\lambda + \alpha \mu) \overline{H}(x) \exp[\lambda J(x) - (1-\alpha)\mu x] dx \right]^{-1}, \quad (57)
\]
where
\[
J(x) = \int_0^x \overline{H}(y) dy, \quad x \geq 0.
\]
Proof Because (57) immediately follows from (56) and the normalization condition (32), we consider (56) below. Recall that \( d(x) \) \((x > 0)\) is given in terms of \( \phi_{D,n}(x) \) \((x > 0, n = 1, 2, \ldots)\) by (37). Using (53) and (55), we rewrite (39) and (40) as

\[
\phi_{D,1}(x) = \overline{H}(x) (\lambda \exp[-(1 - \alpha)\mu x] + \alpha \mu \exp[-(1 - \alpha)\mu x]),
\]
\[
\phi_{D,n}(x) = \lambda \overline{H}(x) \int_{0+}^{x} \phi_{D,n-1}(y) \exp[-(1 - \alpha)\mu (x - y)] dy, \quad n = 2, 3, \ldots
\]

We then define \( \psi_{D,n}(x) \) \((x > 0, n = 1, 2, \ldots)\) as

\[
\psi_{D,n}(x) = \frac{\phi_{D,n}(x) \exp[(1 - \alpha)\mu x]}{\lambda + \alpha \mu}.
\]  

(58)

It is easy to verify that \( \psi_{D,n}(x) \) satisfies

\[
\psi_{D,1}(x) = \overline{H}(x),
\]
\[
\psi_{D,n}(x) = \lambda \overline{H}(x) \int_{0+}^{x} \psi_{D,n-1}(y) dy, \quad n = 2, 3, \ldots
\]  

(60)

By induction, we prove

\[
\psi_{D,n}(x) = \overline{H}(x) \cdot \frac{(\lambda J(x))^{n-1}}{(n-1)!}, \quad x > 0, n = 1, 2, \ldots
\]  

(61)

For \( n = 1 \), (61) immediately follows from (59). We then assume that (61) holds for some \( n = m \) \((m = 1, 2, \ldots)\). Under this assumption, it follows from (60) that

\[
\psi_{D,m+1}(x) = \lambda \overline{H}(x) \int_{0+}^{x} \left[ \frac{(\lambda J(y))^{m-1} \overline{H}(y)}{(m-1)!} \right] dy
\]
\[
= \overline{H}(x) \int_{0+}^{x} \frac{d}{dy} \left[ \left( \frac{(\lambda J(y))^{m}}{m!} \right) \right] dy
\]
\[
= \overline{H}(x) \cdot \frac{(\lambda J(x))^{m}}{m!},
\]

so that (61) also holds for \( n = m + 1 \). Therefore, we have (61) for \( n = 1, 2, \ldots \).

It then follows from (58) and (61) that

\[
\sum_{n=1}^{\infty} \phi_{D,n}(x) = (\lambda + \alpha \mu) \sum_{n=1}^{\infty} \psi_{D,n}(x) \exp[-(1 - \alpha)\mu x]
\]
\[
= (\lambda + \alpha \mu) \overline{H}(x) \exp[\lambda J(x)] \exp[-(1 - \alpha)\mu x].
\]

(56) now follows from this equation and (37).  

\( \square \)
As mentioned in Remark 5, \( \pi_0 \) and \( P_{\text{loss}} \) are given in terms of \( D(0) \). Therefore, the number of losses \( P_{\text{loss}}(n) \) \( (n = 0, 1, \ldots) \) in the \( MG_0/M/1+G_{\text{same}} \) queue can be obtained from Theorems 6 and 7. Based on these results, we derive ordering relations of \( P_{\text{loss}} \) and \( P_{\text{loss}}(n) \) \( (n = 0, 1, \ldots) \) with respect to the variability of impatience times. Let \( H \) denote a generic random variable for impatience times. Further let \( L \) denote a generic random variable for the number of losses in a randomly chosen batch, i.e., \( \Pr(L = n) = P_{\text{loss}}(n) \) \( (n = 0, 1, \ldots) \).

**Definition 1 (\cite[Theorem 3.A.1]{[24, Theorem 3.A.1]})**

Let \( X \) and \( Y \) denote two non-negative random variables with the same finite mean \( \mathbb{E}[X] = \mathbb{E}[Y] < \infty \). \( X \) is said to be smaller than or equal to \( Y \) in the convex order (denoted by \( X \leq_{cx} Y \)) if and only if

\[
\int_0^\infty \Pr(X > u) du \leq \int_0^\infty \Pr(Y > u) du, \quad \text{for all } x \geq 0.
\]

**Remark 8** The convex order compares the variability of random variables. Note that \( X \leq_{cx} Y \Rightarrow \mathbb{E}[X] = \mathbb{E}[Y] \) and \( \text{Cv}[X] \leq \text{Cv}[Y] \), where \( \text{Cv}[\cdot] \) denotes the coefficient of variation \( \cite[Eq. (3.A.4)]{[24]} \).

**Theorem 8** Consider two stationary \( MG_0/M/1+G_{\text{same}} \) queues with the same arrival rate \( \lambda \), the same batch size distribution \( p_n = (1-\alpha)\alpha^{n-1} \) \( (n = 1, 2, \ldots) \), the same service time distribution \( G(x) \) \( (x \geq 0) \), and the same finite mean impatience time \( \mathbb{E}[H] < \infty \). We denote quantities in the \( k \)-th \( (k = 1, 2) \) queue with a superscript \( \langle k \rangle \). It then follows that

\[
H^{(1)} \leq_{cx} H^{(2)} \Rightarrow P^{(1)}_{\text{loss}} \leq P^{(2)}_{\text{loss}},
\]

and

\[
H^{(1)} \leq_{cx} H^{(2)} \Rightarrow L^{(1)} \leq_{st} L^{(2)},
\]

where \( \leq_{st} \) denotes the usual stochastic order, which is defined as \cite[Page 4]{[24]}.

\[
L^{(1)} \leq_{st} L^{(2)} \Rightarrow \sum_{i=1}^\infty P^{(1)}_{\text{loss}}(i) \leq \sum_{i=1}^\infty P^{(2)}_{\text{loss}}(i), \quad \text{for all } i = 1, 2, \ldots.
\]

**Remark 9** \((62)\) is an extension of the ordering property of \( P_{\text{loss}} \) in the single-arrival \( M/M/1+G \) queue mentioned in \cite{[27]}. Also, a related result in the single-arrival \( M/G/1+G \) queue can be found in \cite{[18]}.

**Proof** We first consider \((62)\). Because of \((42)\), \( P_{\text{loss}} \) increases with \( D(0) \) when \( \rho \) and \( \mathbb{E}[B] \) are fixed. Therefore, it is sufficient to show

\[
H^{(1)} \leq_{cx} H^{(2)} \Rightarrow D^{(1)}(0) \leq D^{(2)}(0).
\]

We rewrite the integral in \((57)\) by partial integration.

\[
\int_{0^+}^\infty (\lambda + \alpha \mu) \Pi(x) \exp[\lambda J(x) - (1-\alpha)\mu x] dx
\]
\[ \lambda + \alpha \mu \int_0^\infty \exp[-(1 - \alpha) \mu x] \cdot \frac{d}{dx} \left[ \exp[\lambda J(x)] \right] \, dx \]
\[
= \frac{\lambda + \alpha \mu}{\lambda} \left[ \exp[-(1 - \alpha) \mu x] \cdot \exp[\lambda J(x)] \right]_0^\infty 
+ \frac{(\lambda + \alpha \mu)(1 - \alpha) \mu}{\lambda} \int_0^\infty \exp[-(1 - \alpha) \mu x] \cdot \exp[\lambda J(x)] \, dx 
= -\frac{\lambda + \alpha \mu}{\lambda} + \frac{\lambda + \alpha \mu}{\rho} \int_0^\infty \exp[-(1 - \alpha) \mu x] \cdot \exp[\lambda J(x)] \, dx. \quad (65) \]

Note here that \( \lim_{x \to \infty} \exp[-(1 - \alpha) \mu x + \lambda J(x)] = 0 \) follows from the stability condition \( \rho h_\infty = \frac{\lambda h_\infty}{(1 - \alpha) \mu} < 1 \).

Because the two queues have the same mean impatience time \( \text{E}[H] < \infty \), we have
\[ J^{(k)}(x) = \text{E}[H] - \int_x^\infty \Pi^{(k)}(y) \, dy, \quad k = 1, 2, \]
and therefore,
\[ H^{(1)} \leq_c H^{(2)} \Rightarrow J^{(1)}(x) \geq J^{(2)}(x), \quad \text{for all } x \geq 0. \]

(64) now follows from (57) and (66). We thus proved (62).

Furthermore, (63) immediately follows from (62) because (50) implies
\[ \sum_{n=1}^\infty P^{(k)}_{\text{loss}}(i) = P^{(k)}_{\text{loss}} \sum_{n=1}^\infty (1 - \alpha)^{n-1}, \quad k = 1, 2, i = 1, 2, \ldots. \]

\[ \square \]

3.2.3 \( M^* / M / 1 + M_{\text{same}} \) queue

Here, we assume that batch sizes are generally distributed. We assume (51) and
\[ \Pi(x) = \exp[-\eta x], \quad x \geq 0, \quad (67) \]
where \( \eta > 0 \). In this case, (17) is reduced to be
\[ \mathcal{U}(w \mid y) = \exp[-\eta y] \exp[-\mu w] + \int_0^w \exp[-\eta(y + u)] \]
\[ \cdot \sum_{k=2}^\infty \sum_{j=1}^{k-1} \frac{\mu^j \eta^{k-2}}{(k-2)!} \exp[-\mu(w - u)] \, du \]
\[ = \exp[-\eta y - \mu w] \left[ 1 + \sum_{k=2}^\infty \sum_{j=1}^{k-1} \frac{\mu^j \eta^{k-2}}{(k-2)!} \right] \]
\[ = \exp[-\eta y - \mu w] \left[ 1 + \sum_{k=2}^\infty \sum_{j=1}^{k-1} \frac{\exp[-\eta w] \eta^j}{j!} \right] \]
\[ R(x) = \exp[-\mu x]\sum_{k=1}^{\infty} p_k (\mu/\eta)^{k-1} \sum_{j=k-1}^{\infty} \frac{\exp[-\eta x](\eta x)^j}{j!} \equiv \exp[-\eta y]R(w), \tag{68} \]

where

\[ R(x) = \exp[-\mu x]\sum_{k=1}^{\infty} p_k (\mu/\eta)^{k-1} \sum_{j=k-1}^{\infty} \frac{\exp[-\eta x](\eta x)^j}{j!}. \]

We define \( \mathcal{R}'(s) \) \((\text{Re}(s) > 0)\) as

\[ \mathcal{R}'(s) = \int_0^\infty \exp[-sx]\mathcal{R}(x)dx. \]

Also, we define \( v^*(s) \) \((\text{Re}(s) > 0)\) as the LST of the stationary virtual waiting time.

\[ v^*(s) = \pi_0 + \int_{0+}^\infty \exp[-sx]v(x)dx. \tag{69} \]

**Lemma 5** \( \mathcal{R}'(s) \) \((\text{Re}(s) > 0)\) is given by

\[ \mathcal{R}'(s) = \frac{1}{\mu + s} \sum_{k=1}^{\infty} \frac{p_k (s + \eta)}{(\mu + s + \eta)^{k-1}}. \tag{70} \]

**Proof** By definitions of \( \mathcal{R}(x) \) and \( \mathcal{R}'(s) \), we have

\[ \mathcal{R}'(s) = \sum_{k=1}^{\infty} p_k (\mu/\eta)^{k-1} \frac{1}{s + \mu} \int_0^\infty (s + \mu) \exp[-(s + \mu)x] \sum_{j=k-1}^{\infty} \frac{\exp[-\eta x](\eta x)^j}{j!} dx \]

\[ = \sum_{k=1}^{\infty} p_k (\mu/\eta)^{k-1} \frac{1}{s + \mu} \left( \frac{\eta}{s + \mu + \eta} \right)^{k-1} \]

which implies (70). \( \square \)

**Remark 10** Let \( p^*(z) \) \((|z| \leq 1)\) denote the probability generating function (PGF) of the batch size distribution.

\[ p^*(z) = \sum_{n=1}^{\infty} z^n p_n. \]

We can rewrite (70) as

\[ \mathcal{R}'(s) = \frac{1}{\mu + s} \frac{1 - p^* \left( \frac{\mu}{\mu + \eta + s} \right)}{1 - \frac{\mu}{\mu + \eta + s}}. \]
Theorem 9 In the $M^e/M/1+M_{\text{same}}$ queue, the LST $v^*(s) \ (\Re(s) > 0)$ of the stationary virtual waiting time is given by

$$v^*(s) = \pi_0 + \pi_0 \sum_{n=0}^{\infty} \prod_{k=0}^{n} \lambda R^*(s + k\eta). \quad (71)$$

Furthermore, $\pi_0$ is given by

$$\pi_0 = \left[ 1 + \sum_{n=0}^{\infty} \prod_{k=0}^{n} \lambda R^*(k\eta) \right]^{-1}. \quad (72)$$

Proof It follows from (7), (68), and (69) that

$$v^*(s) = \pi_0 + \lambda \pi_0 R^*(s) + \lambda \int_{x=0+}^{\infty} \exp[-sx]dx \int_{y=0+}^{x} R(x-y) \exp[-\eta y]v(y)dy$$

$$= \pi_0 + \lambda \pi_0 R^*(s) + \lambda \int_{y=0+}^{\infty} \exp[-sy] \exp[-\eta y]v(y)dy \int_{x=y}^{\infty} R(x-y) \exp[-s(x-y)]dx$$

$$= \pi_0 + \lambda \pi_0 R^*(s) + \lambda |v^*(s + \eta) - \pi_0 R^*(s)|$$

$$= \pi_0 + \lambda \pi_0 R^*(s)v^*(s + \eta). \quad (73)$$

(71) is then obtained from the iteration based on (73). Note that (72) immediately follows from (71) and $\lim_{s \to 0^+} v^*(s) = 1$. Finally, it should be observed that the infinite sums in (71) and (72) converge; this follows using d’Alembert ratio principle, since $|\lambda R^*(s + k\eta)| < 1$ for $k$ sufficiently large. \hfill \Box

3.2.4 $M^{geo}/M/1+M_{\text{same}}$ queue

We consider the $M^{geo}/M/1+M_{\text{same}}$ queue, i.e., we assume that (43), (51), and (67) hold. Note that this model is a special case of both of the models discussed in Sections 3.2.2 and 3.2.3.

Corollary 3 In the $M^{geo}/M/1+M$ queue, $\pi_0$ and $v^*(s) \ (\Re(s) > 0)$ are given by

$$\pi_0 = \left[ 1 + \frac{\lambda}{\mu} + \frac{\lambda + \alpha \mu}{\mu} \sum_{n=0}^{\infty} \prod_{k=0}^{n+1} \frac{\lambda}{k\eta + (1-\alpha)\mu} \right]^{-1}, \quad (74)$$

$$v^*(s) = \pi_0 + \frac{\pi_0 \lambda}{s + \mu} + \frac{\pi_0 (\lambda + \alpha \mu)}{s + \mu} \sum_{n=0}^{\infty} \prod_{k=1}^{n+1} \frac{\lambda}{s + k\eta + (1-\alpha)\mu}. \quad (75)$$

Proof Using (45), we rewrite (70) as

$$R^*(s) = \frac{1}{\mu + s} \sum_{k=1}^{\infty} \alpha^{k-1} \left( \frac{\mu}{\mu + \eta + s} \right)^{k-1}$$
\[
\begin{align*}
\frac{1}{\mu + s} \cdot \frac{1}{1 - \frac{\alpha \mu}{s + \eta + s}} \\
= \frac{1}{(\mu + s)(s + \eta + (1 - \alpha)\mu)}.
\end{align*}
\]

(71) is then reduced to be
\[
v^*(s) = \pi_0 + \pi_0 \sum_{n=0}^{\infty} \prod_{k=0}^{n} \lambda \cdot \frac{s + (k + 1)\eta + \mu}{(s + k\eta + \mu)(s + (k + 1)\eta + (1 - \alpha)\mu)}
\]
\[
= \pi_0 + \pi_0 \sum_{n=0}^{\infty} \frac{s + (n + 1)\eta + \mu}{s + \mu} \prod_{k=0}^{n} \frac{\lambda}{s + (k + 1)\eta + (1 - \alpha)\mu}
\]
\[
= \pi_0 + \pi_0 \sum_{n=0}^{\infty} \frac{s + (n + 1)\eta + (1 - \alpha)\mu + \alpha \mu}{s + \mu} \prod_{k=0}^{n+1} \frac{\lambda}{s + k\eta + (1 - \alpha)\mu}
\]
\[
+ \pi_0 \sum_{n=0}^{\infty} \frac{\alpha \mu}{s + \mu} \prod_{k=1}^{n+1} \frac{\lambda}{s + k\eta + (1 - \alpha)\mu}
\]
\[
= \pi_0 + \pi_0 + \sum_{n=0}^{\infty} \frac{\lambda}{s + \mu} \prod_{k=1}^{n} \frac{\lambda}{s + k\eta + (1 - \alpha)\mu}
\]
\[
+ \pi_0 \sum_{n=0}^{\infty} \frac{\alpha \mu}{s + \mu} \prod_{k=1}^{n+1} \frac{\lambda}{s + k\eta + (1 - \alpha)\mu}
\]
\[
= \pi_0 + \pi_0 \sum_{n=0}^{\infty} \frac{\lambda + \alpha \mu}{s + \mu} \prod_{k=1}^{n+1} \frac{\lambda}{s + k\eta + (1 - \alpha)\mu}.
\]

From this equation, (75) follows. (74) then follows from (75) and the normalization condition \(\lim_{s \to 0^+} v^*(s) = 1\). □

Let \(d^*(s) (\text{Re}(s) > 0)\) denote the LST of the actual waiting time.
\[
d^*(s) = D(0) + \int_{0^+}^{\infty} \exp[-sx]d(x)dx.
\]

**Corollary 4** In the \(M^{\text{geo}}/M/1+M\) queue, \(D(0)\) and \(d^*(s) (\text{Re}(s) > 0)\) are given by
\[
D(0) = \left[1 + \frac{\lambda + \alpha \mu}{\lambda} \sum_{n=0}^{\infty} \prod_{k=1}^{n+1} \frac{\lambda}{s + k\eta + (1 - \alpha)\mu}\right]^{-1}, \quad (76)
\]
\[
d^*(s) = D(0) + \frac{\lambda + \alpha \mu}{\lambda} \sum_{n=0}^{\infty} \prod_{k=1}^{n+1} \frac{\lambda}{s + k\eta + (1 - \alpha)\mu}. \quad (77)
\]
Proof Using (67), we rewrite (56) as

\[
d(x) = (\lambda + \alpha \mu)D(0) \exp[-\eta x] \exp\left[\frac{\lambda}{\eta}(1 - \exp[-\eta x]) - (1 - \alpha)\mu x\right]
\]

\[
= (\lambda + \alpha \mu)D(0) \cdot \exp[-\{\eta + (1 - \alpha)\mu\}x] \cdot \exp\left[\frac{\lambda}{\eta}(1 - \exp[-\eta x])\right]
\]

\[
= (\lambda + \alpha \mu)D(0) \cdot \exp[-\{\eta + (1 - \alpha)\mu\}x] \sum_{n=0}^{\infty} \frac{(\lambda/\eta)^n(1 - \exp[-\eta x])^n}{n!}.
\]

We then have

\[
d^s(s) = D(0) + (\lambda + \alpha \mu)D(0) \sum_{n=0}^{\infty} \frac{(\lambda/\eta)^n}{n!} \cdot \frac{1}{s + \eta + (1 - \alpha)\mu}
\]

\[
\cdot \int_{0^+}^{\infty} \{s + \eta + (1 - \alpha)\mu\} \exp[-\{s + \eta + (1 - \alpha)\mu\}x] \cdot (1 - \exp[-\eta x])^n dx
\]

\[
= D(0) + D(0) \sum_{n=0}^{\infty} \frac{(\lambda/\eta)^n}{n!} \cdot \frac{\lambda + \alpha \mu}{s + \eta + (1 - \alpha)\mu}
\]

\[
\cdot \prod_{k=1}^{n} \frac{k\eta}{s + (k + 1)\eta + (1 - \alpha)\mu}
\]

\[
= D(0) + D(0) \cdot \frac{\lambda + \alpha \mu}{\lambda} \sum_{n=0}^{\infty} \prod_{k=0}^{n} \frac{\lambda}{s + (k + 1)\eta + (1 - \alpha)\mu}.
\]

which implies (77). (76) now follows from (77) and \(\lim_{s \to 0^+} d^s(s) = 1\).

Remark 11 It is readily verified that (74) and (76) satisfy (41).

4 M*/G/1+Gdiff queue

In this section, we consider the case that all individual customers of a batch have i.i.d. impatience times. We assume that impatience times of customers are distributed according to the PDF \(H(x) (x \geq 0)\). This case is mathematically more complicated than the M*/G/1+Gsame case, and we have to restrict attention to some special cases: the M*geo/G/1+Gdiff and M*/M/1+Mdiff queues. For the M*geo/G/1+Gdiff queue, we perform an analysis of the virtual waiting time and the number of losses, in a similar way to that for the M*/G/1+Gsame queue in the previous section. As we will see, results for the M*geo/G/1+Gdiff queue are more complicated than those of the M*/G/1+Gsame queue, even with the assumption of geometric batch sizes. For the M*/M/1+Mdiff queue, we take another approach based on the queue length process, which is formulated as a continuous-time Markov chain with the skip-free to the left property.
4.1 $M^{\infty}\text{G}/1+G_{\text{diff}}$ queue

We assume that the batch size distribution is given by (43). Recall that once we derive the two-variable function $G(w \mid y)$ ($w \geq 0$, $y \geq 0$), we can obtain the virtual waiting time distribution and the loss probability based on the results in Section 2. Let $f(n, k; w_1, w_2, \ldots, w_k \mid y) \ (x \geq 0, w_1 > 0, w_2 > 0, \ldots, w_k > 0, n = 0, 1, \ldots, k = 1, 2, \ldots)$ denote the joint conditional PDF defined in the same way as in (16) for the $M^x/G/1+G_{\text{same}}$ queue. We further define $f^*(z, k; w_1, w_2, \ldots, w_k \mid y)$ $(x \geq 0, w_1 > 0, w_2 > 0, \ldots, w_k > 0, |z| \leq 1, k = 1, 2, \ldots)$ as the PGF of $f(n, k; w_1, w_2, \ldots, w_k \mid y)$ with respect to the number of losses $n$:

$$f^*(z, k; w_1, w_2, \ldots, w_k \mid y) = \sum_{n=0}^{\infty} z^n f(n, k; w_1, w_2, \ldots, w_k \mid y).$$

To obtain $f(n, k; w_1, w_2, \ldots, w_k \mid y)$, we introduce the following quantities. Let $N_{\text{loss}}^k (N_{\text{loss}}) = 0, 1, \ldots, N_{\text{loss})}$ denote the number of lost customers in a batch who are in front of the $k$-th ($k = 1, 2, \ldots, N_{\text{admin})}$ admitted customer. We define $\hat{F}^*(z, k; w_1, w_2, \ldots, w_k \mid y)$ $(y \geq 0, |z| < 1, w_1 > 0, w_2 > 0, \ldots, w_k > 0, k = 1, 2, \ldots)$ as

$$\hat{F}^*(z, k; w_1, w_2, \ldots, w_k \mid y) = \sum_{n=0}^{\infty} z^n \Pr(N_{\text{admin}} \geq k, N_{\text{loss}} = n, W_1 \leq w_1, W_2 \leq w_2, \ldots, W_k \leq w_k \mid A = y).$$

We further define $\hat{f}^*(z, k; w_1, w_2, \ldots, w_k \mid y)$ $(y \geq 0, |z| < 1, w_1 > 0, w_2 > 0, \ldots, w_k > 0, k = 1, 2, \ldots)$ as

$$\hat{f}^*(z, k; w_1, w_2, \ldots, w_k \mid y) = \frac{\partial^k \hat{F}^*(z, k; w_1, w_2, \ldots, w_k \mid y)}{\partial w_1 \partial w_2 \cdots \partial w_k}.$$

Let $H_\alpha^z(z, y) \ (|z| \leq 1, y \geq 0)$ denote a defective PGF of the number of lost customers when no customers are admitted in a batch, given that $y$ amount of work is seen by the batch.

$$H_\alpha^z(z, y) = \sum_{n=1}^{\infty} z^n \Pr(N_{\text{loss}} = n, N_{\text{admin}} = 0 \mid A = y)$$

$$= \sum_{n=1}^{\infty} z^n (1 - \alpha)\alpha^{n-1} \{H(y)\}^n$$

$$= zH(y) \cdot \frac{1 - \alpha}{1 - z\alpha H(y)}.$$  \hspace{1cm} (78)

Also let $\overline{H}_\alpha^z(z, y) \ (|z| \leq 1, y \geq 0)$ denote a defective PGF of the number of (lost) customers in front of the first admitted customer in a batch when at
least one customer is admitted, given that \( y \) amount of work is seen by the batch.

\[
\mathbb{P}^*_\alpha(z, y) = \sum_{n=0}^{\infty} z^n \Pr(N_{\text{admit}} \geq 1, N_{\text{loss}}^{(1)} = n \mid A = y)
\]

(79)

\[
= \sum_{m=1}^{\infty} (1 - \alpha)^{m-1} \sum_{n=0}^{m-1} z^n (H(y))^n \mathbb{P}(y) = \frac{\overline{H}(y)}{1 - z \overline{H}(y)}. \quad (80)
\]

Note that we have \( \overline{H}_\alpha(1, y) = 1 - \overline{H}_\alpha(1, y) \).

**Remark 12** It is readily verified that \( H^*_\alpha(1, w) \) (resp. \( \overline{H}^*_\alpha(1, w) \)) denote the PDF (resp. complementary PDF) of the greatest impatience time among customers in the same batch.

**Remark 13** Because sizes of batches follow the geometric distribution with parameter \( 1 - \alpha \) and they are independent of the amount of work seen on arrival, it follows for any \( y \geq 0 \),

\[
z \frac{(1 - \alpha)}{1 - z \alpha} = H^*_\alpha(z, y) + z \overline{H}^*_\alpha(z, y) \cdot \frac{1 - \alpha}{1 - z \alpha}.
\]

**Lemma 6** \( \hat{f}^*(z, k; w_1, w_2, \ldots, w_k \mid y) \) \( (y \geq 0, |z| \leq 1, w_1 > 0, w_2 > 0, \ldots, w_k > 0, k = 1, 2, \ldots) \) is given by

\[
\hat{f}^*(z, 1; w_1 \mid y) = \overline{H}^*_\alpha(z, y) g(w_1),
\]

(81)

\[
\hat{f}^*(z, k; w_1, w_2, \ldots, w_k \mid y) = \overline{H}^*_\alpha(z, y) g(w_1) \prod_{i=2}^{k} \alpha H^*_{\alpha}(z, y + \sum_{j=1}^{i-1} w_j) g(w_i),
\]

\( k = 2, 3, \ldots \) \quad (82)

In addition, \( f^*(z, k; w_1, w_2, \ldots, w_k \mid y) \) is given in terms of the joint density \( \hat{f}^*(z, k; w_1, w_2, \ldots, w_k \mid y) \) by

\[
f^*(z, k; w_1, w_2, \ldots, w_k \mid y) = \hat{f}^*(z, k; w_1, w_2, \ldots, w_k \mid y)
\]

\[
\cdot \left[ 1 - \alpha + \alpha H^*_{\alpha}(z, y + \sum_{m=1}^{k} w_m) \right]. \quad (83)
\]

**Proof** For \( k = 1 \), (81) immediately follows from the definition (80) of \( \overline{H}^*_\alpha(z, y) \).

We thus consider \( k = 2, 3, \ldots \). Let \( N_{\text{rest}}^{(k)} \) \( (k = 1, 2, \ldots) \) denote the number of customers in a batch behind the \( k \)-th admitted customer, given that \( N_{\text{admit}} \geq k \). Owing to the memoryless property of the geometric distribution, we have

\[
\Pr(N_{\text{rest}}^{(k)} = n) = (1 - \alpha) \alpha^n, \quad n = 0, 1, \ldots \quad (84)
\]

Therefore, we obtain

\[
\hat{f}^*(z, k; w_1, w_2, \ldots, w_k \mid y)
\]
\[ f^*(z, k; w_1, w_2, \ldots, w_k \mid y) = f^*(z, k; w_1, w_2, \ldots, w_k \mid y) \]
\[ \cdot \left( \Pr(N_{\text{rest}}^{(k)} = 0) + \sum_{n=1}^{\infty} \Pr(N_{\text{rest}}^{(k)} = n) z^n \{ H(y) \}^n \right). \]

(83) thus immediately follows from (78) and (84). \( \square \)

To determine \( G(w \mid y) \), we consider the total amount of work brought into the system. We define \( \hat{f}_{\text{total}}^*(z, k; w \mid y) \) \((|z| < 1, y \geq 0, w > 0, k = 1, 2, \ldots)\) as
\[ \hat{f}_{\text{total}}^*(z, 1; w \mid y) = f^*(z, 1; w \mid y), \]
and for \( k = 2, 3, \ldots, \)
\[ \hat{f}_{\text{total}}^*(z, k; w \mid y) = \int_{w_1 = 0}^{w-w_1} \int_{w_2 = 0}^{w-w_1-w_2} \cdots \int_{w_{k-1} = 0}^{w-w_1-w_2-\cdots-w_{k-2}} \hat{f} \left( z, k; w_1, w_2, \ldots, w_{k-1}, w - \sum_{m=1}^{k-1} w_m \mid y \right) dw_{k-1} dw_{k-2} \cdots dw_1. \]

We further define \( \hat{f}_{\text{total}}^*(z; w \mid y) \) as
\[ \hat{f}_{\text{total}}^*(z; w \mid y) = \sum_{k=1}^{\infty} \hat{f}_{\text{total}}^*(z, k; w \mid y). \]

**Lemma 7** For fixed \( z \) \((|z| \leq 1)\) and \( y \) \((y \geq 0)\), \( \hat{f}^*_{\text{total}}(z; w \mid y) \) is given by the solution of the following Volterra integral equation of the second kind.
\[ \hat{f}^*_{\text{total}}(z; w \mid y) = \hat{H}_a(z, y) g(w) + \int_{0+}^{w} \hat{f}^*_{\text{total}}(z; u \mid y) \cdot \alpha \hat{H}_a(z, y + u) g(w - u) du, \quad w > 0. \]
Proof With (81) and (85), it is verified that \( \hat{f}_{\text{total}}^*(z, k; w \mid y) \) is given by the following recursion.

\[
\dot{f}_{\text{total}}^*(z, 1; w \mid y) = \beta f_{\text{total}}^*(z, y) g(w), \quad w > 0,
\]

\[
\dot{f}_{\text{total}}^*(z, k; w \mid y) = \int_{0+}^{w} \dot{f}_{\text{total}}^*(z, k - 1; u \mid y) \cdot \alpha \beta f_{\text{total}}^*(z, y + u) g(w - u) du,
\]

where \( w > 0, k = 2, 3, \ldots \). (87)

\( \hat{f}_{\text{total}}^*(z; w \mid y) \) thus satisfies

\[
\hat{f}_{\text{total}}^*(z; w \mid y) = \beta f_{\text{total}}^*(z, y) g(w) + \sum_{k=2}^{\infty} \int_{0+}^{w} \hat{f}_{\text{total}}^*(z; u \mid y) \cdot \alpha \beta f_{\text{total}}^*(z, y + u) g(w - u) du.
\]

(86)

The proof of Theorem 10 is provided in Appendix C.

**Theorem 11** The \( \mathbf{M}^\infty/\mathbf{G}/1+\mathbf{G}_{\text{diff}} \) queue is stable if

\[
\rho < \infty, \quad \rho h_\infty < 1.
\]

(90)

The proof of Theorem 11 is provided in Appendix D.

**Remark 14** Owing to Theorems 2 and 11, the \( \mathbf{M}^\infty/\mathbf{G}/1+\mathbf{G}_{\text{same}} \) and \( \mathbf{M}^\infty/\mathbf{G}/1+\mathbf{G}_{\text{diff}} \) queues have the same stability condition.

In the rest of this section, we assume (90). The stationary virtual waiting time distribution is thus immediately obtained from (8) and (11).

Next, we consider the number of losses. We define \( P_{\text{loss}}^*(z, k \mid y) \) (\(|z| \leq 1, y \geq 0, k = 1, 2, \ldots \)) as

\[
P_{\text{loss}}^*(z, k \mid y) = \sum_{n=0}^{\infty} z^n \Pr(N_{\text{loss}} = n, N_{\text{admit}} = k \mid A = y).
\]
Lemma 8 \( P_{\text{loss}}^*(z, k \mid y) (|z| \leq 1, y \geq 0, k = 1, 2, \ldots) \) is given by

\[
P_{\text{loss}}^*(z, 0 \mid y) = H_{\alpha}^*(z, y),
\]

\[
P_{\text{loss}}^*(z, k \mid y) = \mathcal{P}_{\alpha}(z, y)E\left[\left\{\prod_{i=2}^{k} \alpha H_{\alpha}^*\left(z, y + \sum_{j=1}^{i-1} G_j\right)\right\} \cdot \left[1 - \alpha + \alpha H_{\alpha}^*(z, y + \sum_{m=1}^{k} G_m)\right]\right].
\]

where \( \{G_n\}_{n=1,2,\ldots} \) denotes a sequence of i.i.d. random variables distributed according to the service time distribution \( G(x) \).

Proof (91) is obvious by definition (78) of \( H_{\alpha}^*(z, y) \). On the other hand, using Lemma 6, we have for \( k = 1, 2, \ldots, \)

\[
P_{\text{loss}}^*(z, k \mid y) = \int_{w_k=0+}^{\infty} \int_{w_{k-1}=0+}^{\infty} \cdots \int_{w_1=0+}^{\infty} f^*(z, k; w_1, w_2, \ldots, w_k \mid y)dw_k dw_{k-1} \cdots dw_1
\]

\[
= \int_{w_k=0+}^{\infty} \int_{w_{k-1}=0+}^{\infty} \cdots \int_{w_1=0+}^{\infty} \mathcal{P}_{\alpha}(z, y)g(w_1)
\cdot \left\{\prod_{i=2}^{k} \alpha H_{\alpha}^*\left(z, y + \sum_{j=1}^{i-1} w_j\right)g(w_i)\right\} \left[1 - \alpha + \alpha H_{\alpha}^*(z, y + \sum_{m=1}^{k} w_m)\right]
\cdot dw_k dw_{k-1} \cdots dw_1,
\]

which yields (92). \( \square \)

Let \( P_{\text{loss}}^*(z \mid y) (|z| \leq 1, y \geq 0) \) denote the PGF of the number of losses in a batch which finds \( y \) amount of work in the system on arrival (cf. Theorem 3).

\[
P_{\text{loss}}^*(z \mid y) = \sum_{n=0}^{\infty} P_{\text{loss}}(n \mid y)z^n.
\]

Furthermore, let \( P_{\text{loss}}^*(z) (|z| \leq 1) \) denote the PGF of the number of losses.

\[
P_{\text{loss}}^*(z) = \sum_{n=0}^{\infty} z^n P_{\text{loss}}(n).
\]

Note that \( P_{\text{loss}}^*(z) \) is given in terms of \( P_{\text{loss}}^*(z \mid y) \) by (cf. (20))

\[
P_{\text{loss}}^*(z) = \pi_0 P_{\text{loss}}^*(z \mid 0) + \int_{0+}^{\infty} v(y) P_{\text{loss}}^*(z \mid y)dy.
\]
Theorem 12 \( P_{\text{loss}}^*(z \mid y) \) (\(|z| \leq 1, y \geq 0\)) is given by

\[
P_{\text{loss}}^*(z \mid y) = H_\alpha^*(z, y) + \sum_{k=1}^{\infty} E \left\{ \prod_{j=2}^{k} \alpha H_\alpha^*(z, y + \sum_{j=1}^{i-1} G_j) \right\} \cdot \left[ 1 - \alpha + \alpha H_\alpha^*(z, y + \sum_{m=1}^{k} G_m) \right] .
\]

Proof Theorem 12 immediately follows from Lemma 8 and

\[
P_{\text{loss}}^*(z \mid y) = P_{\text{loss}}^*(z, 0 \mid y) + \sum_{k=1}^{\infty} P_{\text{loss}}^*(z, k \mid y).
\]

4.2 \( M^x/G/1+M_{\text{diff}} \) queue

In this subsection, we assume that service times and impatience times are exponentially distributed, i.e., (51) and (67) follow, while the batch size distribution \( p_n \) (\( n = 1, 2, \ldots \)) is a general discrete distribution. Let \( L(t) \) (\( t \geq 0 \)) denote the total number of customers in the system at time \( t \). In the \( M^x/M/1+M_{\text{diff}} \) queue, it is readily verified that \( L(t) \) is formulated as a continuous time Markov chain \( \mathcal{M} = \{ L(t) \in \{0, 1, \ldots \}; t \geq 0 \} \) with infinitesimal generator

\[
\Gamma = \\
\begin{pmatrix}
-\lambda & p_1 \lambda & p_2 \lambda & p_3 \lambda & \cdots \\
\mu - \lambda & \mu & p_1 \lambda & p_2 \lambda & \cdots \\
0 & \mu + \eta - \lambda & \mu - \eta & p_1 \lambda & \cdots \\
0 & 0 & \mu + 2\eta - \lambda & \mu - 2\eta & \cdots \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{pmatrix} .
\]

(93)

Note that there always exists a non-negative integer \( K \) such that

\[
\sum_{n=1}^{\infty} n \cdot p_n \lambda < \mu + k\eta \quad \text{for all } k \geq K,
\]

and therefore \( \mathcal{M} \) is irreducible and positive recurrent. Let \( \pi = (\pi_0, \pi_1, \ldots) \) denote the stationary probability vector of \( \mathcal{M} \),

\[
\pi \Gamma = 0, \quad \pi e = 1,
\]

where \( e \) denotes a column vector whose elements are all equal to one.

Lemma 9 \( \pi_n \) (\( n = 1, 2, \ldots \)) satisfies

\[
\pi_n = \frac{\lambda}{\mu + (n-1)\eta} \sum_{k=0}^{n-1} \pi_k p_{n-k}, \quad n = 1, 2, \ldots .
\]

(94)
Proof We consider a censored Markov chain $M^{(n)}$ ($n = 0, 1, \ldots$) obtained by observing $M$ only when $L(t) \in \{0, 1, \ldots, n\}$. It is easy to see that the infinitesimal generator $\Gamma^{(n)}$ of $M^{(n)}$ is given by

$$\Gamma^{(n)} = \begin{pmatrix}
-\lambda & p_1 \lambda & p_2 \lambda & \cdots & p_{n-1} \lambda & \bar{p}_n \lambda \\
\mu & -\lambda - \mu & p_1 \lambda & \cdots & p_{n-2} \lambda & \bar{p}_{n-1} \lambda \\
0 & \mu + \eta & -\lambda - \mu - \eta & \cdots & p_{n-3} \lambda & \bar{p}_{n-2} \lambda \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & -\lambda - \mu - (n-2) \eta & \bar{p}_{n-1} \lambda \\
0 & 0 & 0 & \cdots & \mu + (n-1) \eta & -\mu - (n-1) \eta
\end{pmatrix},$$

where $p_n$ ($n = 1, 2, \ldots$) is defined as in (2). Note that $p_1 = 1$. Let $\pi^{(n)} = (\pi_0^{(n)}, \pi_1^{(n)}, \ldots, \pi_n^{(n)})$ denote the stationary probability vector of $M^{(n)}$. It is readily verified that $\pi^{(n)}$ and the stationary probability vector of the original Markov chain $M$ satisfy

$$\zeta_n \pi^{(n)} = (\pi_0, \pi_1, \ldots, \pi_n),$$

where $\zeta_n = \sum_{i=0}^{n} \pi_i$. Therefore, we have

$$(\pi_0, \pi_1, \ldots, \pi_n) \Gamma^{(n)} = 0,$$

and in particular,

$$\sum_{k=0}^{n-1} \pi_k \bar{p}_{n-k} \lambda - \pi_n \{\mu + (n-1) \eta\} = 0.$$

We thus obtain (94).

Remark 15 $\pi_1, \pi_2, \ldots$ is recursively given in terms of $\pi_0$ with (94). Therefore, an approximation to $\pi_n$ ($n = 0, 1, \ldots$) can be computed using (94) and the normalization condition

$$\sum_{n=0}^{\infty} \pi_n = 1.$$

Let $\pi^*(z)$ ($|z| \leq 1$) denote the PGF of the queue length distribution.

$$\pi^*(z) = \sum_{n=0}^{\infty} \pi_n z^n.$$

It follows from (94) that

$$\sum_{n=1}^{\infty} \pi_n \{\mu + (n-1) \eta\} z^n = \lambda \sum_{n=1}^{\infty} z^n \sum_{k=0}^{n-1} \pi_k \bar{p}_{n-k}$$
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\[ = \lambda \sum_{k=0}^{\infty} \pi_k z^k \sum_{n=k+1}^{\infty} z^{n-k} \mathcal{P}_{n-k} \]

\[ = z \lambda \mathbb{E}[B] \pi^\ast(z) \tilde{p}^\ast(z), \]

where $\tilde{p}^\ast(z)$ denotes the PGF of the equilibrium distribution for batch sizes.

\[ \tilde{p}^\ast(z) = \frac{1 - \sum_{n=1}^{\infty} p_n z^n}{\mathbb{E}[B](1 - z)} = \sum_{n=1}^{\infty} \frac{\mathcal{P}_n}{\mathbb{E}[B]} z^{n-1}. \]

On the other hand, we have

\[ \sum_{n=1}^{\infty} \pi_n \{ \mu + (n - 1) \eta \} z^n = (\mu - \eta)(\pi^\ast(z) - \pi_0) + z\eta \cdot \frac{d\pi^\ast(z)}{dz}. \]

Therefore, we obtain

\[ \frac{d\pi^\ast(z)}{dz} = \pi^\ast(z) \cdot \frac{\lambda \mathbb{E}[B] \tilde{p}^\ast(z)}{\eta} - \frac{\mu - \eta}{\eta z} \cdot (\pi^\ast(z) - \pi_0) \]

\[ = \frac{\pi_0(\mu - \eta)}{\eta z} + \pi^\ast(z) \cdot \frac{1}{\eta} \left( \lambda \mathbb{E}[B] \tilde{p}^\ast(z) - \frac{\mu - \eta}{z} \right). \]

Below, we consider a real-variable function $\phi_L : (0, 1) \rightarrow \mathbb{R}$ given by

\[ \phi_L(x) = \sum_{n=0}^{\infty} \pi_n x^n. \]

Note that $\phi_L(x)$ ($0 < x \leq 1$) satisfies

\[ \frac{d\phi_L(x)}{dx} = \frac{(\mu - \eta) \pi_0}{\eta x} + \phi_L(x) \cdot \frac{1}{\eta} \left( \lambda \mathbb{E}[B] \tilde{p}^\ast(x) - \frac{\mu - \eta}{x} \right), \quad 0 < x \leq 1, \quad (96) \]

and

\[ \lim_{x \rightarrow 0^+} \phi_L(x) = \pi_0, \quad \phi_L(1) = 1. \]

**Theorem 13** $\pi_0$ and $\phi_L(x)$ ($0 < x \leq 1$) are given by

\[ \pi_0 = \left\{ 1 + \frac{\lambda \mathbb{E}[B]}{\eta} \int_{0}^{1} t^{(\mu - \eta)/\eta} \tilde{p}^\ast(t) \exp \left[ \frac{\lambda \mathbb{E}[B]}{\eta} \int_{t}^{1} \tilde{p}^\ast(u)du \right] dt \right\}^{-1}, \quad (97) \]

\[ \phi_L(x) = \pi_0 \left\{ 1 + \frac{\lambda \mathbb{E}[B]}{\eta} \int_{0}^{1} t^{(\mu - \eta)/\eta} \tilde{p}^\ast(tx) \cdot \exp \left[ \frac{\lambda \mathbb{E}[B]}{\eta} \int_{tx}^{x} \tilde{p}^\ast(u)du \right] dt \right\}. \quad (98) \]

The proof of Theorem 13 is provided in Appendix E.
In this case, \( \phi \) Therefore, with \( \phi \) where \( B \)

Remark 17 If the batch sizes are geometrically distributed, i.e., (43) holds, we have

\[
0 \leq 1 \cdot \exp \left[ \frac{\lambda E[B]}{\eta} \int_0^x \hat{p}^*(u)du \right] \lim_{a \to 0+} \int_a^t \ell^{(\mu-\eta)/\eta}dt
\]

\[
= \exp \left[ \frac{\lambda E[B]}{\eta} \int_0^x \hat{p}^*(u)du \right] \lim_{a \to 0+} \frac{1 - a^{(\mu-\eta)/\eta + 1}}{(\mu - \eta)/\eta + 1}
\]

\[
= \exp \left[ \frac{\lambda E[B]}{\eta} \int_0^x \hat{p}^*(u)du \right] \cdot \frac{1}{\mu/\eta} < \infty.
\]

Remark 16 If \( \mu < \eta \), \( \ell^{(\mu-\eta)/\eta} \) on the right-hand side of (98) is singular at \( t = 0 \). However, we can verify that

\[
\int_0^1 \ell^{(\mu-\eta)/\eta} \hat{p}^*(tx) \exp \left[ \frac{\lambda E[B]}{\eta} \int_{tx}^x \hat{p}^*(u)du \right] dt
\]

\[
= \lim_{a \to 0^+} \int_a^1 \ell^{(\mu-\eta)/\eta} \hat{p}^*(tx) \exp \left[ \frac{\lambda E[B]}{\eta} \int_{tx}^x \hat{p}^*(u)du \right] dt
\]

\[
\leq 1 \cdot \exp \left[ \frac{\lambda E[B]}{\eta} \int_0^x \hat{p}^*(u)du \right] \lim_{a \to 0^+} \int_a^1 \ell^{(\mu-\eta)/\eta} dt
\]

\[
= \exp \left[ \frac{\lambda E[B]}{\eta} \int_0^x \hat{p}^*(u)du \right] \lim_{a \to 0+} \frac{1 - a^{(\mu-\eta)/\eta + 1}}{(\mu - \eta)/\eta + 1}
\]

\[
= \exp \left[ \frac{\lambda E[B]}{\eta} \int_0^x \hat{p}^*(u)du \right] \cdot \frac{1}{\mu/\eta} < \infty.
\]

In this case, \( \phi_L(x) \) reduces to

\[
\phi_L(x) = \pi_0 \left\{ 1 + \frac{x}{\eta} \int_0^1 \ell^{(\mu-\eta)/\eta} \frac{\lambda}{1 - \alpha tx} \exp \left[ \frac{\lambda}{\eta} \frac{1}{1 - \alpha u} \right] du \right\}
\]

\[
= \pi_0 \left\{ 1 + \frac{x}{\eta} \int_0^1 \ell^{(\mu-\eta)/\eta} \frac{\lambda}{1 - \alpha tx} \cdot \left( \frac{1 - atx}{1 - \alpha x} \right)^{(\mu/\eta)} dt \right\}
\]

\[
= \pi_0 \left\{ 1 + \frac{\lambda x}{\eta} \left( \frac{1}{1 - \alpha x} \right)^{(\mu/\eta)} \int_0^1 \ell^{(\mu-\eta)/\eta} (1 - atx)^{(\mu/\eta) - 1} dt \right\}
\]

\[
= \pi_0 \left\{ 1 + \frac{\lambda x}{\eta} \left( \frac{1}{1 - \alpha x} \right)^{(\mu/\eta)} \cdot (1 - \alpha x)^{-(\mu-\eta)/\eta - 1} (\alpha x)^{(\mu-\eta)/\eta + 1}
\]

\[
\cdot \int_0^1 \ell^{(\mu-\eta)/\eta} (1 - atx)^{(\mu/\eta) - 1} dt \right\}
\]

\[
= \pi_0 \left\{ 1 + \frac{\lambda (\alpha x)^{-(\mu-\eta)/\eta}}{\alpha^\eta \eta} \left( \frac{1}{1 - \alpha x} \right)^{(\mu/\eta)} \cdot B \left( \alpha x, \frac{\mu}{\eta}, \frac{\lambda}{\eta} \right) \right\},
\]

where \( B(x; \beta_1, \beta_2) \) \( x > 0, \beta_1 > 0, \beta_2 > 0 \) denotes the incomplete Beta function.

\[
B(x; \beta_1, \beta_2) = \int_0^x t^{\beta_1 - 1} (1 - t)^{\beta_2 - 1} dt = x^{\beta_1} \int_0^1 t^{\beta_1 - 1} (1 - tx)^{\beta_2 - 1} dt,
\]

\[
\beta_1 > 0, \beta_2 > 0.
\]

Therefore, with \( \phi_L(1) = 1, \pi_0 \) is given by

\[
\pi_0 = \left\{ 1 + \frac{\lambda x^{-(\mu-\eta)/\eta}}{\eta} \left( \frac{1}{1 - \alpha x} \right)^{(\mu/\eta)} \cdot B \left( \alpha x, \frac{\mu}{\eta}, \frac{\lambda}{\eta} \right) \right\}^{-1}.
\]
4.2.1 Virtual waiting time and number of losses

We first consider the stationary virtual waiting time in the M*\(\text{/M/1}\)+M\(_{\text{diff}}\) queue. Obviously, if the number of customers in the system is equal to \(n\) \((n = 1, 2, \ldots)\), then the virtual waiting time is given by the absorption time of an absorbing-state Markov chain with finite state-space \(\{0, 1, \ldots, n\}\), the initial state equal to \(n\), and infinitesimal generator given by

\[
\begin{pmatrix}
0 & 0 & 0 & \cdots & 0 & 0 \\
\mu & -\mu & 0 & \cdots & 0 & 0 \\
0 & \mu + \eta & -\mu - \eta & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & -\mu - (n-2)\eta & 0 \\
0 & 0 & 0 & \cdots & \mu + (n-1)\eta & -\mu - (n-1)\eta \\
\end{pmatrix}
\]

The LST \(v^*(s)\) (Re\(s) > 0) of the stationary virtual waiting time is then given in terms of the stationary queue length distribution \(\pi_n\) \((n = 0, 1, \ldots)\).

\[
f^*(s) = \pi_0 + \sum_{n=1}^{\infty} \pi_n \prod_{i=1}^{n} \frac{\mu + (i-1)\eta}{s + \mu + (i-1)\eta}.
\]

Next, we consider the number of losses in each batch. Let \(P(n, k)\) \((k = 0, 1, \ldots, n, n = 1, 2, \ldots)\) denote the conditional probability that the number of lost customers in a randomly chosen batch is equal to \(k\), given that this batch contains \(n\) customers on arrival.

\[
P(n, k) = \Pr(N_{\text{loss}} = k \mid B = n),
\]

where \(B\) denotes the number of customers in a batch, and \(N_{\text{loss}}\) denotes the number of lost customers out of \(B\). Further let \(L_A\) denote the number of customers in the system this batch finds on arrival. We define \(P_m(n, k)\) \((k = 0, 1, \ldots, n, n = 1, 2, \ldots, m = 0, 1, \ldots)\) as

\[
P_m(n, k) = \Pr(N_{\text{loss}} = k \mid L_A = m, B = n).
\]

Because the size of an arriving batch is independent of the number of customers in the system seen on arrival, it follows from PASTA that

\[
P(n, k) = \sum_{m=0}^{\infty} \pi_m P_m(n, k), \quad k = 0, 1, \ldots, n, n = 1, 2, \ldots \tag{99}
\]

Owing to the memoryless property of the exponential distribution, \(P_m(n, k)\) \((k = 0, 1, \ldots, n, n = 1, 2, \ldots, m = 0, 1, \ldots)\) can be recursively computed as follows. For \(m = 0\), \(P_0(1, 0)\) and \(P_0(1, 1)\) are given by

\[
P_0(1, 0) = 1, \quad P_0(1, 1) = 0.
\]
The probability of having $n$ customers at the start for $n = 2, 3, \ldots$ is then given recursively by

$$P_0(n, 0) = \frac{\mu}{\mu + (n-1)\eta} \cdot P_0(n-1, 0),$$

$$P_0(n, k) = \frac{\mu}{\mu + (n-1)\eta} \cdot P_0(n-1, k) + \frac{(n-1)\eta}{\mu + (n-1)\eta} \cdot P_0(n-1, k-1),$$

$$k = 1, 2, \ldots, n-1,$$

$$P_0(n, n) = \frac{(n-1)\eta}{\mu + (n-1)\eta} \cdot P_0(n-1, n-1).$$

Similarly, for $m = 1, 2, \ldots$, we have

$$P_m(1, 0) = \frac{\mu + (m-1)\eta}{\mu + m\eta} \cdot P_{m-1}(1, 0),$$

$$P_m(1, 1) = \frac{\mu + (m-1)\eta}{\mu + m\eta} \cdot P_{m-1}(1, 1) + \frac{\eta}{\mu + m\eta},$$

and

$$P_m(n, 0) = \frac{\mu + (m-1)\eta}{\mu + (m+n-1)\eta} \cdot P_{m-1}(n, 0),$$

$$P_m(n, k) = \frac{\mu + (m-1)\eta}{\mu + (m+n-1)\eta} \cdot P_{m-1}(n, k)$$

$$+ \frac{(n-1)\eta}{\mu + (m+n-1)\eta} \cdot P_m(n-1, k-1),$$

$$k = 1, 2, \ldots, n,$$

which determines $P_m(n, k)$ ($k = 0, 1, \ldots, n$, $n = 1, 2, \ldots$, $m = 1, 2, \ldots$).

Therefore, using (99), we can compute $P(n, k)$ ($k = 0, 1, \ldots, n$) for any $n$ via an algorithmic approach. In addition, the probability function $P_{\text{loss}}(k)$ ($k = 0, 1, \ldots$) of the number of losses in a randomly chosen batch is given by

$$P(k) = \sum_{n=k}^{\infty} p_n P(n, k).$$

### 5 M$^x$/G/1+D queue

In this section, we consider a special case of both M$^x$/G/1+G$\text{same}$ and M$^x$/G/1+G$\text{diff}$ queues, viz., the M$^x$/G/1+D queue. This is the case that impatience times of customers are constant and equal to $\tau$ ($\tau > 0$):

$$H(x) = \begin{cases} 1, & x < \tau, \\ 0, & x \geq \tau. \end{cases}$$

(100)
Lemma 10 In the $M^x/G/1+D$ queue, $G(w \mid y)$ ($w \geq 0$, $y \geq 0$) is given by
\[
G(w \mid y) = \begin{cases} 
\overline{G}_{\text{batch}}(w), & y < \tau, w < \tau - y, \\
\overline{G}(w) + \sum_{k=2}^{\infty} \mathbb{P}(k) \int_{0}^{\tau-y} g^{(k-1)}(u)\overline{G}(w-u)du, & y < \tau, w \geq \tau - y, \\
0, & y \geq \tau,
\end{cases}
\] (101)

where $\overline{G}_{\text{batch}}(x)$ ($x \geq 0$) is defined in (36).

The proof of Lemma 10 is provided in Appendix F.

In the $M^x/G/1+D$ queue, it is clear that the system is always stable. Therefore, we can determine $v(x)$ and $\pi_0$, using Lemma 10, (8), (11), and (101). Let $\phi(x)$ ($x > 0$) denote a function defined as
\[
\phi(x) = \begin{cases} 
\sum_{n=1}^{\infty} \rho^n \tilde{g}_{\text{batch}}^{(n)}(x), & 0 < x < \tau, \\
\rho \overline{G}_{\text{batch}}(x \mid 0) + \lambda \int_{0+}^{\tau} \phi(y)\overline{G}(x-y \mid y)dy, & x \geq \tau,
\end{cases}
\]

where $\tilde{g}_{\text{batch}}^{(n)}(x)$ ($x \geq 0$, $n = 1, 2, \ldots$) denotes a p.d.f. which is given by
\[
\tilde{g}_{\text{batch}}^{(1)}(x) = \overline{G}_{\text{batch}}(x)/E[B]E[G], \quad x \geq 0, \\
\tilde{g}_{\text{batch}}^{(n)}(x) = \tilde{g}_{\text{batch}}^{(n-1)} * \tilde{g}_{\text{batch}}^{(1)}(x), \quad x \geq 0, n = 2, 3, \ldots.
\]

Theorem 14 $\pi_0$ and $v(x)$ in the $M^x/G/1+D$ queue are given by
\[
\pi_0 = \left[ 1 + \int_{0+}^{\infty} \phi(x)dx \right]^{-1}, \quad (102)
\]
\[
v(x) = \pi_0 \phi(x), \quad x > 0. \quad (103)
\]

Proof Using (101), it is easy to see that for $0 < x < \tau$, (9) and (10) are reduced to be
\[
\phi_n(x) = \rho^n \tilde{g}_{\text{batch}}^{(n)}(x), \quad 0 < x < \tau.
\]

Therefore, (8) implies
\[
v(x) = \pi_0 \sum_{n=1}^{\infty} \rho^n \tilde{g}_{\text{batch}}^{(n)}(x), \quad 0 < x < \tau, n = 1, 2, \ldots.
\]

On the other hand, for $x \geq \tau$, it follows from (7) and (101) that
\[
v(x) = \pi_0 \rho \overline{G}_{\text{batch}}(x \mid 0) + \lambda \int_{0+}^{\tau} v(y)\overline{G}(x-y \mid y)dy, \quad x \geq \tau.
\]

From these equations, (103) immediately follows. Furthermore, (102) is obtained from the normalization condition (6). \qed
Using Theorem 14, we can verify that if the traffic intensity $\rho$ is less than one,
\[
v_\tau(x) = \frac{\pi_0}{1 - \rho} \cdot v_{M^*/G/1}(x), \quad x < \tau,
\]
where $v_{M^*/G/1}(x)$ denotes the PDF of the stationary virtual waiting time $V_{M^*/G/1}$ in the corresponding $M^*/G/1$ queue without impatience, which is identical to that in the ordinary $M/G/1$ queue with the arrival rate $\lambda$ and the complementary PDF of the service time distribution $\overline{G}_{\text{batch}}(x)$. Note that (104) is valid only for $\rho < 1$ (otherwise the corresponding $M/G/1$ queue is not stable), whereas Theorem 14 still holds for $\rho \geq 1$.

Next, we consider the actual waiting time.

**Theorem 15** In the $M^*/G/1+D$ queue, $D(0)$ and $d(x)$ ($x \geq 0$) are given by
\[
D(0) = \left[ 1 + \int_{0^+}^{\tau} \left\{ \sum_{m=1}^{\infty} \overline{p}_{m+1} g^{(m)}(x) \right. \right.
\]
\[
+ \left. \sum_{n=1}^{\infty} \rho^n \left( \tilde{g}^{(n)}_{\text{batch}}(x) + \sum_{m=1}^{\infty} \overline{p}_{m+1} g^{(m)} * \tilde{g}^{(n)}_{\text{batch}}(x) \right) \right\} \right]^{-1}, \quad (105)
\]
\[
d(x) = \left\{ \begin{array}{ll}
D(0) \sum_{m=1}^{\infty} \overline{p}_{m+1} g^{(m)}(x) \\
+ \sum_{n=1}^{\infty} \rho^n \left( \tilde{g}^{(n)}_{\text{batch}}(x) + \sum_{m=1}^{\infty} \overline{p}_{m+1} g^{(m)} * \tilde{g}^{(n)}_{\text{batch}}(x) \right), & 0 < x < \tau, \\
0, & x \geq \tau.
\end{array} \right. \quad (106)
\]

**Proof** For $x \geq \tau$, $d(x) = 0$ immediately follows from (35) and (100). On the other hand, for $0 < x < \tau$, it is verified that (39) and (40) reduce to
\[
\phi_{D,1}(x) = \rho \tilde{g}^{(1)}_{\text{batch}}(x) + \sum_{m=1}^{\infty} \overline{p}_{m+1} g^{(m)}(x), \quad 0 < x < \tau,
\]
\[
\phi_{D,n}(x) = \rho^n \tilde{g}^{(n)}_{\text{batch}}(x) + \rho^{n-1} \sum_{m=1}^{\infty} \overline{p}_{m+1} g^{(m)} * \tilde{g}^{(n-1)}_{\text{batch}}(x), \quad 0 < x < \tau, \quad n = 2, 3, \ldots.
\]

Therefore, using (37), we obtain
\[
d(x) = D(0) \left[ \rho \tilde{g}^{(1)}_{\text{batch}}(x) + \sum_{m=1}^{\infty} \overline{p}_{m+1} g^{(m)}(x) + \sum_{n=2}^{\infty} \rho^n \tilde{g}^{(n)}_{\text{batch}}(x) \right.
\]
\[
+ \sum_{n=2}^{\infty} \rho^{n-1} \sum_{m=1}^{\infty} \overline{p}_{m+1} g^{(m)} * \tilde{g}^{(n-1)}_{\text{batch}}(x) \right].
\]
\[ D(0) \left[ \sum_{m=1}^{\infty} \bar{p}_{m+1} g^{(m)}(x) + \sum_{n=1}^{\infty} \rho^n \tilde{g}_{\text{batch}}^{(n)}(x) \right. \\
\left. + \sum_{n=1}^{\infty} \rho^n \sum_{m=1}^{\infty} \bar{p}_{m+1} g^{(m)}(x) \tilde{g}_{\text{batch}}^{(n)}(x) \right]. \]

(106) then follows from this equation, and (105) follows from the normalization condition (32). \(\blacksquare\)

For \(0 < x < \tau\), we can rewrite (106) as

\[
d(x) = D(0)E[B] \left[ (1 - \rho) \sum_{m=1}^{\infty} \frac{\bar{p}_{m+1}}{E[B]} \cdot g^{(m)}(x) \\
+ \sum_{n=1}^{\infty} (1 - \rho) \rho^n \left( \frac{\bar{p}_1}{E[B]} \cdot \tilde{g}_{\text{batch}}^{(n)}(x) + \sum_{m=1}^{\infty} \frac{\bar{p}_{m+1}}{E[B]} \cdot g^{(m)}(x) \tilde{g}_{\text{batch}}^{(n)}(x) \right) \right].
\]

Therefore, if \(\rho < 1\) (cf. (104)),

\[
d(x) = D(0)E[B] \left[ \Pr(V_{M^*/G/1} = 0) \sum_{m=1}^{\infty} \frac{\bar{p}_{m+1}}{E[B]} \cdot g^{(m)}(x) + \frac{\bar{p}_1}{E[B]} \cdot v_{M^*/G/1}(x) \\
+ \sum_{n=1}^{\infty} \frac{\bar{p}_{m+1}}{E[B]} \cdot g^{(m)}(x) \tilde{v}_{M^*/G/1}(x) \right]
\]

\[= D(0)E[B] \cdot d_{M^*/G/1}(x), \quad x < \tau, \quad (107)\]

where \(d_{M^*/G/1}(x)\) denotes the PDF of the stationary actual waiting time \(D_{M^*/G/1}\) in the corresponding \(M^*/G/1\) queue. Note that the normalization constant is determined from the relation

\[ 1 - D(0) = \int_{0+}^{\tau} d(x)dx \]

\[= \frac{D(0)E[B]}{1 - \rho} \int_{0+}^{\tau} d_{M^*/G/1}(x)dx \]

\[= \frac{D(0)E[B]}{1 - \rho} \left( \Pr(D_{M^*/G/1} \leq \tau) - \Pr(D_{M^*/G/1} = 0) \right) \]

\[= \frac{D(0)E[B]}{1 - \rho} \left( \Pr(D_{M^*/G/1} \leq \tau) - \frac{1 - \rho}{E[B]} \right), \]

which implies

\[ D(0) = \frac{1 - \rho}{E[B] \Pr(D_{M^*/G/1} \leq \tau)} \cdot \quad (108) \]

This leads to an alternative formula for the loss probability \(P_{\text{loss}}\) in the case of \(\rho < 1\).
Corollary 5 If $\rho < 1$, the stationary loss probability $P_{\text{loss}}$ in the $M^\infty/G/1+D$ queue is given by

$$P_{\text{loss}} = \frac{(1-\rho) \Pr(D_{M^\infty/G/1} > \tau)}{1 - \rho \Pr(D_{M^\infty/G/1} > \tau)},$$

where $D_{M^\infty/G/1}$ denotes a generic random variable for the actual waiting time in the ordinary $M^\infty/G/1$ queue.

Proof We obtain (109) with a straightforward calculations using (42) and (108).

Remark 18 The formula (109) is stated in [10] without a proof. Kim and Kim [20] shows a similar result for the $M^x/M/c+D$ queue, where they state that the same approach does not seem to be applicable to the $M^\infty/G/1+D$ queue.

Remark 19 When the batch size distribution is geometric, i.e., in the $M^{\text{geo}}/G/1+D$ queue, the distribution of the number of losses in $P_{\text{loss}}(n) (n = 0, 1, \ldots)$ is given by (49), (50), and (109) if $\rho < 1$.

5.1 Busy period

In this subsection, we derive the LST of the busy period in the $M^\infty/G/1+D$ queue. We define $g_{\text{batch}}(x) (x \geq 0)$ as the p.d.f. of the total amount of work required by a batch (cf. (36)).

$$g_{\text{batch}}(x) = \sum_{n=1}^{\infty} p_n g^{(n)}(x).$$

We further define $g^{(n)}_{\text{batch}}(x) (x \geq 0)$ as

$$g^{(1)}_{\text{batch}}(x) = g_{\text{batch}}(x), \quad g^{(n)}_{\text{batch}}(x) = g^{(n-1)}_{\text{batch}} * g_{\text{batch}}(x), \quad n = 2, 3, \ldots.$$

Let $\{N(t); t \geq 0\}$ denote a Poisson counting process with rate $\lambda$. By definition,

$$\Pr(N(t) = k) = \frac{\exp[-\lambda t] (\lambda t)^k}{k!}, \quad t \geq 0, k = 0, 1, \ldots.$$

Also, let $\{Y(t); t \geq 0\}$ denote a compound Poisson process defined as

$$Y(t) = \sum_{n=1}^{N(t)} G_{\text{batch}, n}, \quad t \geq 0,$$

where $\{G_{\text{batch}, n}\}_{n=1,2,\ldots}$ denotes a sequence of i.i.d. random variables that follow the p.d.f. $g_{\text{batch}}(x)$, which represents the total required service time of arriving batches. We define $h(x, t) (x > 0, t \geq 0)$ as the p.d.f. of $Y(t)$.

$$h(x, t) = \frac{d \Pr(Y(t) \leq x)}{dx} = \sum_{k=1}^{\infty} \frac{\exp[-\lambda t] (\lambda t)^k}{k!} \cdot g^{(k)}_{\text{batch}}(x).$$
Let $V[y](t) = 0$ denote the virtual waiting time at time $t$. For $0 < y \leq \tau$, we define $T_{L|y}$ and $T_{U|y}$ as stopping times given by

$$T_{L|y} = \inf\{t > 0; Y(t) = y + t\}, \quad T_{U|y} = \inf\{t > 0; Y(t) \geq \tau - y + t\}.$$ 

Note that $T_{L|y}$ and $T_{U|y}$ are related to the lengths of first passage times to $V[y] = 0$ and $V[y] = \tau$, respectively, given that $V[y] = y$ (see Figure 1). If $T_{L|y} < T_{U|y}$ then $V[y] = \tau + T_{R|y}$, where $T_{R|y}$ denotes the overshoot above level $\tau$. The system then does not admit new batches during the next $T_{R|y}$ time units. Subsequently a new cycle starts with $y = \tau$, until one of the boundaries is crossed. If the lower boundary is crossed then the busy period terminates, otherwise a new cycle starts with $y = 0$. In all cycles, the random variables $T_{U|y}$ and $T_{R|y}$ are dependent (unless the service time distribution is exponential).

We then define LSTs $\Psi_{L|y}^*(s)$ and $\Psi_{U|y}^{**}(s, \omega)$ ($\text{Re}(s) > 0$) as

$$
\Psi_{L|y}^*(s) = \mathbb{E}\left[\mathbb{1}\{T_{L|y} < T_{U|y}\} \exp\left[-sT_{L|y}\right]\right],
$$

$$
\Psi_{U|y}^{**}(s, \omega) = \mathbb{E}\left[\mathbb{1}\{T_{U|y} < T_{L|y}\} \exp\left[-sT_{U|y}\right] \exp\left[-\omega T_{R|y}\right]\right],
$$

where $\mathbb{1}\{\cdot\}$ denotes an indicator function. We also define $\psi_{L|y}(t) (t > y)$ and $\zeta_{U|y}(t, x) (t > 0, x > 0)$ as the p.d.f. and the joint p.d.f. corresponding to $\Psi_{L|y}^*(s)$ and $\Psi_{U|y}^{**}(s, \omega)$, respectively. Note that

$$
\Psi_{L|y}^*(s) = \exp[-\lambda y] \exp[-sy] + \int_{y+}^{\infty} \psi_{L|y}(t) \exp[-st] dt, 
$$

$$
\Psi_{U|y}^{**}(s, \omega) = \int_{x=0+}^{\infty} \int_{t=0+}^{\infty} \zeta_{U|y}(t, x) \exp[-st] \exp[-\omega x] dtdx.
$$
We first consider $T_{1,y}$. For $0 < y \leq \tau$ and $t \geq 0$, we define $g_{\tau-y}(x,t)$ as a p.d.f. given by

$$g_{\tau-y}(x,t) = \frac{d}{dx} \Pr(Y(t) \leq x, T_{1,y} > t) = \frac{d}{dx} \Pr(Y(t) \leq x, Y(w) < \tau - y + w, w \leq t), \quad x < \tau - y + t.$$ 

**Lemma 11** $g_{\tau-y}(x,t)$ ($x < \tau - y + t$) is given by

$$g_0(x,t) = \frac{t-x}{t} \cdot h(x,t), \quad y = \tau,$$

and

$$g_{\tau-y}(x,t) = h(x,t) - \mathbb{1}\{x > \tau - y\} \left[ h(x, x - \tau + y) \exp[-\lambda(t - x + \tau - y)] ight. \\
\left. + (t - x + \tau - y) \int_0^{x-\tau+y} \frac{1}{t-u} \cdot h(u + \tau - y, u) \right. \\
\left. \cdot h(x - \tau + y - u, t - u) du \right], \quad y < \tau.$$

**Proof** Lemma 11 immediately follows from the results in [25]. \(\square\)

**Lemma 12** $\Psi_{L_{1,y}}(t)$ ($t > y$) is given by

$$\Psi_{L_{1,y}}(t) = \sum_{n=1}^{\infty} (-1)^n \Psi_{L_{1,y}}(n; t),$$

where $\Psi_{L_{1,y}}(n; t)$ ($n = 1, 2, \ldots$) is defined as

$$\Psi_{L_{1,y}}(1; t) = g_{\tau-y}(t - y, t) - \exp[-\lambda y]g_{\tau}(t - y, t - y),$$

$$\Psi_{L_{1,y}}(n; t) = \int_y^t \Psi_{L_{1,y}}(n - 1; w)g_{\tau}(t - w, t - w)dw, \quad n = 2, 3, \ldots.$$ 

**Proof** It is readily to see that $\Psi_{L_{1,y}}(t)$ ($t > y$) satisfies a Volterra integral equation of the second kind:

$$\Psi_{L_{1,y}}(t) = g_{\tau-y}(t - y, t) - \exp[-\lambda y]g_{\tau}(t - y, t - y)$$

$$- \int_y^t \Psi_{L_{1,y}}(w)g_{\tau}(t - w, t - w)dw.$$ 

This concludes the proof. \(\square\)
We next consider \( T_{U|y} \) and \( T_{R|y} \). For \( 0 < y \leq \tau \), we define a p.d.f.

\[
g_{y,\tau-y}(x,t) = \frac{d}{dx} \Pr \{ Y(t) \leq x, \min(T_{L|y}, T_{U|y}) > t \}.
\]

By definition, we have

\[
g_{y,\tau-y}(x,t) = g_{\tau-y}(x,t) - \mathbb{1} \{ t > y \} \left[ \exp[-\lambda y] h(x, t - y) + \int_y^t \psi_{U|y}(w) h(x - w + y, t - w) dw \right]. \tag{110}
\]

Furthermore, we define \( g(w \mid y) \) \((w > 0, 0 \leq y < \tau)\) as the p.d.f. corresponding to the complementary PDF \( G(w \mid y) \). From (101), we have

\[
g(w \mid y) = \begin{cases} 
g_{\mathrm{batch}}(w), & w < \tau - y, \\
g(w) + \sum_{k=2}^{\infty} \mathbb{P}_k \int_0^{\tau - y} g^{(k-1)}(u) g(w - u) du, & w \geq \tau - y. \end{cases} \tag{111}
\]

**Lemma 13** The joint density \( \zeta_{U|y}(t, x) \) of \( T_{U|y} \) and \( T_{R|y} \) is given by

\[
\zeta_{U|y}(t, x) = \int_{\min(0,t-y)}^{t+y} g_{y,\tau-y}(u, t) \cdot \lambda g(t + \tau - y - u + x \mid u) du \\
= \begin{cases} 
\int_0^{t+y} g_{\tau-y}(u, t) \cdot \lambda g(t + \tau - y - u + x \mid u) du, & t \leq y, \\
\int_{t-y}^{t+y} g_{y,\tau-y}(u, t) \cdot \lambda g(t + \tau - y - u + x \mid u) du, & t > y. 
\end{cases}
\]

**Proof** Lemma 13 immediately follows from (110) and the definitions of the p.d.f.s \( \zeta_{(T_{U|y}, T_{R|y})}(t, r) \) and \( g_{y,\tau-y}(u, t) \). \( \square \)

We thus obtain the LSTs \( \Psi_{L|y}^*(s) \) and \( \Psi_{U|y}^*(s, \omega) \) from Lemmas 12 and 13.

Finally, we consider the length \( T_{\text{BP}} \) of a busy period. We define \( \Psi_{T_{\text{BP}}}^*(s) \) \((\text{Re}(s) > 0)\) as the LST of \( T_{\text{BP}} \).

**Theorem 16** \( \Psi_{T_{\text{BP}}}^*(s) \) \((\text{Re}(s) > 0)\) is given by

\[
\Psi_{T_{\text{BP}}}^*(s) = \int_0^{\tau} \left( \Psi_{L|u}^*(s) \Psi_{U|u}^*(s, s) \cdot \frac{\Psi_{U|\tau}^*(s)}{1 - \Psi_{U|\tau}^*(s, s)} \right) g(w \mid 0) dw \\
+ \int_0^{\infty} \exp[-sw] \cdot \frac{\Psi_{U|\tau}^*(s)}{1 - \Psi_{U|\tau}^*(s, s)} \cdot g(\tau + w \mid 0) dw. \tag{112}
\]
Proof We distinguish between two cases: (I) the total required service time of the first batch in the busy period process equals some value \( y \), and (II) this service requirement exceeds \( \tau \). See Figures 1 and 2.

For case (I) we further distinguish two possibilities: (I-i) the workload will not exceed level \( \tau \) before the end of the busy period, and (I-ii) the workload does exceed that level before the end of the busy period. By definition, the busy period LST in case (I-i) is given by \( \Psi^{d}_{L_{y}}(s) \).

In case (I-ii), on the other hand, \( T_{U_{y}} + T_{R_{y}} \) forms the first part of the busy period. The remaining part of the busy period is independent of the previous part. It consists of two components. The first component is a geometrically distributed number of intervals that start when the workload process downcrosses level \( \tau \) and end when, after the next upcrossing of level \( \tau \), that level is downcrossed once more. The second component is an interval that also starts when the workload downcrosses level \( \tau \), but ends when the busy period ends – this is an interval in which level \( \tau \) is not reached anymore. It has LST \( \Psi^{d}_{L_{y}}(s) \). The lengths of those intervals that occur geometrically often are all i.i.d., distributed as \( T_{U_{y}} + T_{R_{y}} \). Therefore, the LST of the total length of the busy period in case (I) is given by the first term on the right-hand side of (112).

Similarly, we can readily verify that the LST of the busy period in case (II) is given by the second term on the right-hand side of (112). \( \Box \)

6 Conclusion

In this paper we have considered a batch arrival \( M^{\infty}/G/1 \) queue with impatient customers. We have considered both the case in which customers in the same batch have the same impatience time, and the case in which these impatience times may differ. Observing that the workload in both variants can be viewed as the workload in an \( M/G/1 \) queue in which the service time of a customer depends on its waiting time \( y \) in a particular way (PDF \( G(w | y) \)), we have first focussed on deriving an expression for that workload density. We have subsequently expressed the actual waiting time distribution (for the first variant) and the loss probability (for both model variants) into that workload density. We have also considered several special cases. One of those is the
Analysis of $M^X/G/1$ queues with impatient customers

M$^X/G/1$+D queue, for which both model variants coincide. Our results for the latter model include the busy period distribution.

Acknowledgements

The research of Yoshiaki Inoue was supported in part by JSPS KAKENHI Grant Number JP16H06914. The research of Onno Boxma was supported by the NWO Gravitation Program NETWORKS of the Dutch government, and by the IAP BESTCOM project funded by the Belgian government. The research of David Perry was supported in part by Grant Number I-1184-31.4/2012 from the German-Israel Science Foundation, and Grant Number 1071/14 from the Israel Science Foundation.

Appendices

A Proof of Lemma 2

By definition, $\mathcal{G}(w \mid y)$ ($w \geq 0$, $y \geq 0$) is given by

$$
\mathcal{G}(w \mid y) = \int_w^\infty \sum_{n=0}^{\infty} \sum_{k=1}^{\infty} f_{\text{total}}(n, k; t \mid y) dt,
$$

(113)

where $f_{\text{total}}(n, k; w \mid y)$ ($w > 0$, $y \geq 0$, $n = 0, 1, \ldots$, $k = 1, 2, \ldots$) is defined as

$$
f_{\text{total}}(n, 1; w \mid y) = f(n, 1; w \mid y),
$$

and

$$
f_{\text{total}}(n, k; w \mid y) = 
\int_{w_1=0}^{w} \int_{w_2=0}^{w-w_1} \cdots \int_{w_{k-1}=0}^{w-w_1-w_2-\cdots-w_{k-2}} f\left(n, k; w_1, w_2, \ldots, w_{k-1}, w - \sum_{m=1}^{k-1} w_m \mid y\right)
\cdot dw_{k-1}dw_{k-2}\cdots dw_1,
$$

$k = 2, 3, \ldots$

Using Lemma 1, we have

$$
f_{\text{total}}(0, 1; w \mid y) = p_1 \mathcal{P}(y)g(w),
f_{\text{total}}(n, 1; w \mid y) = p_{n+1} \left[\mathcal{P}(y + w) - \mathcal{P}(y)\right]g(w), \quad n = 1, 2, \ldots,
$$

and for $k = 2, 3, \ldots$

$$
f_{\text{total}}(0, k; w \mid y) = p_k \int_{w_1=0}^{w} \int_{w_2=0}^{w-w_1} \cdots \int_{w_{k-1}=0}^{w-w_1-w_2-\cdots-w_{k-2}} \mathcal{P}\left(y + \sum_{m=1}^{k-1} w_m\right)
\cdot \left(\prod_{i=1}^{k-1} g(w_i)\right) g\left(w - \sum_{m=1}^{k-1} w_m\right) dw_{k-1}dw_{k-2}\cdots dw_1,
$$

$$
f_{\text{total}}(n, k; w \mid y) = p_{n+k} \int_{w_1=0}^{w} \int_{w_2=0}^{w-w_1} \cdots \int_{w_{k-1}=0}^{w-w_1-w_2-\cdots-w_{k-2}} \mathcal{P}\left(y + \sum_{m=1}^{k-1} w_m\right) - \mathcal{P}(y + w)
\cdot \left(\prod_{i=1}^{k-1} g(w_i)\right) g\left(w - \sum_{m=1}^{k-1} w_m\right) dw_{k-1}dw_{k-2}\cdots dw_1.
$$
\[ \left( \prod_{k=1}^{k-1} g(u_k) \right) g \left( w - \sum_{m=1}^{k-1} w_m \right) \int_{w_{k-1}}^{w} \cdots \int_{w_1}^{w} \, du, \quad n = 1, 2, \ldots. \]

With a straightforward calculation, we can verify that for \( k = 2, 3, \ldots \),

\[ f_{total}(0, k; w | y) = p_k \int_0^y \overline{\Pi}(y + u) g^{(k-1)}(u) g(w - u) \, du, \]

\[ f_{total}(n, k; w | y) = p_{n+k} \int_0^y \left[ \overline{\Pi}(y + u) - \overline{\Pi}(y + w) \right] g^{(k-1)}(u) g(w - u) \, du, \quad n = 1, 2, \ldots. \]

We then define \( f_{total}(w | y) (y \geq 0, w > 0, n = 0, 1, \ldots) \) as

\[ f_{total}(w | y) = \sum_{n=0}^{\infty} \sum_{k=1}^{\infty} f_{total}(n, k; w | y). \]

It follows that

\[ f_{total}(w | y) = p_1 \overline{\Pi}(y) g(w) + \sum_{n=1}^{\infty} p_{n+1} \left[ \overline{\Pi}(y) - \overline{\Pi}(y + w) \right] g(w) \]

\[ + \sum_{k=2}^{\infty} p_k \int_0^y \overline{\Pi}(y + u) g^{(k-1)}(u) g(w - u) \, du \]

\[ + \sum_{n=1}^{\infty} \sum_{k=2}^{n+k} p_{n+k} \int_0^y \left[ \overline{\Pi}(y + u) - \overline{\Pi}(y + w) \right] g^{(k-1)}(u) g(w - u) \, du \]

\[ = p_1 \overline{\Pi}(y) g(w) + p_2 \left[ \overline{\Pi}(y) - \overline{\Pi}(y + w) \right] g(w) \]

\[ + \sum_{k=2}^{\infty} p_k \int_0^y \overline{\Pi}(y + u) g^{(k-1)}(u) g(w - u) \, du \]

\[ + \sum_{k=2}^{\infty} p_{k+1} \int_0^y \left[ \overline{\Pi}(y + u) - \overline{\Pi}(y + w) \right] g^{(k)}(w) \]

\[ = \overline{\Pi}(y) g(w) - \sum_{k=1}^{\infty} p_{k+1} \overline{\Pi}(y + w) g^{(k)}(w) \]

\[ + \sum_{k=2}^{\infty} p_k \int_0^y \overline{\Pi}(y + u) g^{(k-1)}(u) g(w - u) \, du \]

Using (113), we have

\[ \overline{\Pi}(w | y) = \int_y^{\infty} f_{total}(t | y) \, dt \]

\[ = \overline{\Pi}(y) \overline{\Pi}(w) - \sum_{k=1}^{\infty} p_{k+1} \int_w^{\infty} \overline{\Pi}(y + t) g^{(k)}(t) \, dt \]

\[ + \sum_{k=2}^{\infty} p_k \int_0^{\infty} \overline{\Pi}(y + u) g^{(k-1)}(u) g(t - u) \, du. \]
Therefore, we obtain (17) noting that
\[\sum_{k=2}^{\infty} p_k \int_{t=w}^{\infty} \int_{u=0}^{t} P(y + u)g^{(k-1)}(u)g(t-u)du\]
\[= \sum_{k=2}^{\infty} p_k \int_{u=w}^{\infty} P(y + u)g^{(k-1)}(u)du \int_{t=u}^{\infty} g(t-u)dt\]
\[+ \sum_{k=2}^{\infty} p_k \int_{u=0}^{w} P(y + u)g^{(k-1)}(u)du \int_{t=0}^{\infty} g(t-u)dt\]
\[= \sum_{k=2}^{\infty} p_{k+1} \int_{w}^{\infty} P(y + u)g^{(k)}(u)du + \sum_{k=2}^{\infty} p_k \int_{u=0}^{w} P(y + u)g^{(k-1)}(u)G(w-u)du.\]

Next we consider (18). Using (15) and (17), we have
\[\beta(y) = E[G|P(y)] + \int_{w=0}^{\infty} \int_{u=0}^{w} P(y + u) \sum_{k=2}^{\infty} p_k g^{(k-1)}(u)G(w-u)du\]
\[= E[G|P(y)] + \sum_{k=2}^{\infty} p_k \int_{u=0}^{\infty} P(y + u)g^{(k-1)}(u)du \int_{w=0}^{\infty} G(w-u)dw\]
\[= E[G] \left[ P(y) + \sum_{k=2}^{\infty} p_k \int_{u=0}^{\infty} P(y + u)g^{(k-1)}(u)du \right].\]

(18) then follows from this equation. \(\square\)

**B Proof of Lemma 4**

It follows from (30), (33), and (34) that
\[1 - P_{\text{loss}} \left[ D(0)(G) + \int_{0+}^{w} d(u)G(w-u)du \right]\]
\[= \pi_0 Q(0 | 0)G(w)
+ \int_{0+}^{w} \left[ \pi_0 q_{\text{total}}(u | 0) + v(u)Q(0 | u) + \int_{0+}^{u} v(t)q_{\text{total}}(u-t | t)dt \right] G(w-u)du\]
\[= \pi_0 \left[ Q(0 | 0)G(w) + \int_{0+}^{w} q_{\text{total}}(u | 0)G(w-u)du \right]
+ \int_{0+}^{w} v(u)Q(0 | u)G(w-u)du + \int_{0+}^{w} v(t)dt \int_{u=0}^{w} q_{\text{total}}(u-t | t)G(w-u)du\]
\[= \frac{\pi_0}{E[B]} \cdot G(w | 0) + \int_{0+}^{w} v(t)Q(0 | t)G(w-t)dt
+ \int_{0+}^{w} v(t)dt \int_{u=0}^{w} q_{\text{total}}(u-t | t)G(w-t-u)du\]
\[= \frac{1}{E[B]} \pi_0 G(w | 0) + \int_{0+}^{w} v(t)G(w-t)dt.\]

From this formula and (7), we obtain
\[v(x) = (1 - P_{\text{loss}})\lambda E[B] \left[ D(0)(G) + \int_{0+}^{w} d(u)G(x-u)du \right].\]
Using (27), (29), (33), (34), and this equation, we have
\[
\begin{align*}
    d(x) &= \frac{\pi_0}{E[B]} \sum_{n=1}^{\infty} p_{n+1} g^{(n)}(x) + \frac{\pi_0}{E[B]} v(x) \cdot \frac{v(t)}{1 - P_{\text{loss}}} \\
    &= \frac{\pi_0}{E[B]} \int_{t=0}^{\infty} v(t) \sum_{n=1}^{\infty} p_{n+1} g^{(n)}(x - t) dt \\
    &= D(0) \pi_0(x) \sum_{n=1}^{\infty} p_{n+1} g^{(n)}(x) + \lambda \pi_0(x) \left[ D(0) \mathcal{G}(x) + \int_{0}^{\infty} d(u) \mathcal{G}(x - u) du \right] \\
    &\quad + \lambda \pi_0(x) \int_{0}^{\infty} d(u) \mathcal{G}(x - u) \left[ \int_{0}^{\infty} d(u) \mathcal{G}(t - u) du \right] \\
    &= D(0) \pi_0(x) \sum_{n=1}^{\infty} p_{n+1} g^{(n)}(x) + \lambda \pi_0(x) \left[ \int_{0}^{\infty} d(u) \mathcal{G}(x - u) du \right] \\
    &\quad + \lambda D(0) \pi_0(x) \left[ \int_{0}^{\infty} d(u) \mathcal{G}(t - u) du \sum_{n=1}^{\infty} p_{n+1} g^{(n)}(x - t) dt \right] \\
    &= D(0) \pi_0(x) \sum_{n=1}^{\infty} p_{n+1} g^{(n)}(x) + \lambda \pi_0(x) \left[ \int_{0}^{\infty} d(u) \mathcal{G}(x - u) du \right] \\
    &\quad + \lambda D(0) \pi_0(x) \left[ \int_{0}^{\infty} d(u) \mathcal{G}(t - u) du \sum_{n=1}^{\infty} p_{n+1} g^{(n)}(x - u - t) dt \right] \\
    &= D(0) \pi_0(x) \sum_{n=1}^{\infty} p_{n+1} g^{(n)}(x) + \lambda D(0) \pi_0(x) \left[ \int_{0}^{\infty} d(u) \mathcal{G}(x - u) du \right] \\
    &\quad + \lambda D(0) \pi_0(x) \left[ \int_{0}^{\infty} d(u) \mathcal{G}(t - u) du \sum_{n=1}^{\infty} p_{n+1} g^{(n)}(x - u - t) dt \right] \\
    &\quad + \lambda \pi_0(x) \int_{0}^{\infty} d(u) \left[ \mathcal{G}(x - u) + \int_{0}^{\infty} d(u) \mathcal{G}(t) \sum_{n=1}^{\infty} p_{n+1} g^{(n)}(x - u - t) dt \right] du.
\end{align*}
\]

We then obtain (35) noting that
\[
\begin{align*}
    \mathcal{G}(w) + \int_{t=0}^{w} \mathcal{G}(t) \sum_{n=1}^{\infty} p_{n+1} g^{(n)}(w - t) dt \\
    &= \mathcal{G}(w) + \sum_{n=1}^{\infty} p_{n+1} \int_{0}^{w} (1 - G(t)) g^{(n)}(w - t) dt \\
    &= 1 - G^{(1)}(w) + \sum_{n=1}^{\infty} p_{n+1} \left( G^{(n)}(w) - G^{(n+1)}(w) \right) \\
    &= 1 + \sum_{n=0}^{\infty} p_{n+1} G^{(n+1)}(w) - \sum_{n=0}^{\infty} p_{n+1} G^{(n+1)}(w) \\
    &= 1 - \sum_{n=0}^{\infty} p_{n+1} G^{(n+1)}(w) \\
    &= \mathcal{G}_{\text{batch}}(w).
\end{align*}
\]
C Proof of Theorem 10

We define $f^*_\text{total}(z, k; w \mid y)$ ($|z| \leq 1$, $y \geq 0$, $w > 0$, $k = 1, 2, \ldots$) as

$$f^*_\text{total}(z, 1; w \mid y) = f^*(z, 1; w \mid y),$$

and for $k = 2, 3, \ldots$,

$$f^*_\text{total}(z, k; w \mid y) = \int_{w_1=0}^{w} \int_{w_2=0}^{w-w_1} \cdots \int_{w_{k-1}=0}^{w-w_1-\cdots-w_{k-2}} f^*(z, k; w_1, w_2, \ldots, w_{k-1}, w - \sum_{m=1}^{k-1} w_m) \cdot dw_{k-1} dw_{k-2} \cdots dw_1.$$

Also, we define $f^*_\text{total}(z; w \mid y)$ as

$$f^*_\text{total}(z; w \mid y) = \sum_{k=1}^{\infty} f^*_\text{total}(z, k; w \mid y).$$

Note that (83) implies

$$f^*_\text{total}(z; w \mid y) = \int_{1}^{\infty} f^*_\text{total}(1; t \mid y) dt = \int_{1}^{\infty} f^*_\text{total}(1; t \mid y) \cdot (1 - \alpha + \alpha H^*_\infty(y + t)) dt.$$}

By definition, $G(w \mid y)$ is given by

$$G(w \mid y) = \int_{w}^{\infty} f^*_\text{total}(1; t \mid y) dt = \int_{w}^{\infty} f^*_\text{total}(1; t \mid y) \cdot (1 - \alpha + \alpha H^*_\infty(1, y + t)) dt.$$}

Owing to Lemma 7, we can then verify that Theorem 10 follows noting (78), (80), and $f^*_\text{total}(w \mid y) = f^*_\text{total}(1; w \mid y)$.

D Proof of Corollary 11

We show that (5) holds under the assumption (90). We define $Z(y)$ ($y \geq 0$) as

$$Z(y) = \frac{\alpha H^*_\infty(y)}{1 - \alpha H(y)} = 1 - \frac{1 - \alpha}{1 - \alpha H(y)}.$$

Because of the assumption $H(0) = 0$, it follows that

$$Z(y) \leq Z(0) = \alpha < 1, \quad y \geq 0.$$

In addition, it is readily verified that $Z(y)$ is non-increasing, and

$$\lim_{y \to \infty} Z(y) = \frac{\alpha h_\infty}{1 - \alpha + \alpha h_\infty}. \quad (116)$$
With $Z(y)$, (89) is rewritten to be
\[
\hat{f}_{\text{total}}(w \mid y) = \frac{Z(y)g(w)}{\alpha} + \int_{0^+}^{w} Z(y + u)g(w - u)\hat{f}_{\text{total}}(u \mid y)du,
\]
and its solution is represented as
\[
\hat{f}_{\text{total}}(w \mid y) = \sum_{n=1}^{\infty} K_n(w, y),
\]
where
\[
K_1(w, y) = \frac{Z(y)g(w)}{\alpha}, \quad K_n(w, y) = \int_{0^+}^{w} Z(y + u)g(w - u)K_{n-1}(u, y)du.
\]
Because of (115), $K_n(w, y)$ ($n = 1, 2, \ldots$) is bounded above by
\[
K_n(w, y) \leq \alpha^{n-1}g^{(n)}(w), \quad w \geq 0, y \geq 0, n = 1, 2, \ldots,
\]
so that
\[
\hat{f}_{\text{total}}(w \mid y) \leq \sum_{n=1}^{\infty} \alpha^{n-1}g^{(n)}(w).
\]
It then follows from (4), (88), and this inequality that
\[
\lambda \beta(y) = \lambda \int_{w=0}^{\infty} w \cdot \frac{1 - \alpha}{1 - \alpha H(y + w)} \cdot \hat{f}_{\text{total}}(w \mid y)dw
\leq \lambda \int_{w=0}^{\infty} w \cdot \frac{1 - \alpha}{1 - \alpha + \alpha h_\infty} \sum_{n=1}^{\infty} \alpha^{n-1}g^{(n)}(w)dw
= \lambda \sum_{n=1}^{\infty} \frac{1 - \alpha}{1 - \alpha + \alpha h_\infty} \cdot \alpha^{n-1}n!E[G]
= \frac{\lambda E[G]}{1 - \alpha + \alpha h_\infty} \cdot \frac{1}{1 - \alpha}
= \rho \cdot \frac{1}{1 - \alpha + \alpha h_\infty} < \infty.
\]
Furthermore, owing to the dominated convergence theorem,
\[
\lim_{y \to \infty} \lambda \beta(y) = \lambda \int_{w=0}^{\infty} w \lim_{y \to \infty} \frac{1 - \alpha}{1 - \alpha H(y + w)} \cdot \hat{f}_{\text{total}}(w \mid y)dw
= \lambda \int_{w=0}^{\infty} w \cdot \frac{1 - \alpha}{1 - \alpha + \alpha h_\infty} \left(\sum_{n=1}^{\infty} \lim_{y \to \infty} K_n(w, y)\right)dw.
\]
Note here that (116), (117), and (118) imply
\[
\lim_{y \to \infty} K_n(w, y) = \frac{1}{\alpha} \left(\frac{\alpha h_\infty}{1 - \alpha + \alpha h_\infty}\right)^n g^{(n)}(w), \quad n = 1, 2, \ldots.
\]
We thus obtain
\[
\lim_{y \to \infty} \lambda \beta(y) = \lambda \sum_{n=1}^{\infty} \frac{1 - \alpha}{1 - \alpha + \alpha h_\infty} \left(\frac{\alpha h_\infty}{1 - \alpha + \alpha h_\infty}\right)^n \int_{w=0}^{\infty} wg^{(n)}(w)dw
= \lambda \sum_{n=1}^{\infty} \frac{1 - \alpha}{1 - \alpha + ah_\infty} \left( \frac{ah_\infty}{1 - \alpha + ah_\infty} \right)^n nE[G] \\
= \lambda h_\infty E[G] \\
= \rho h_\infty < 1,

which completes the proof. \qed

E Proof of Theorem 13

We define \( \psi_L(x) \) (0 < x ≤ 1) as

\[
\psi_L(x) = \phi_L(x) \exp \left\{ \frac{1}{\eta} \int_x^1 \left( \lambda E[B] \bar{p}^*(u) - \frac{\mu - \eta}{u} \right) du \right\}.
\]

It follows from (96) that

\[
\frac{d\psi_L(x)}{dx} = \frac{d\phi_L(x)}{dx} \cdot \exp \left\{ \frac{1}{\eta} \int_x^1 \left( \lambda E[B] \bar{p}^*(u) - \frac{\mu - \eta}{u} \right) du \right\} \\
- \phi_L(x) \cdot \frac{1}{\eta} \left( \lambda E[B] \bar{p}^*(x) - \frac{\mu - \eta}{x} \right) \exp \left\{ \frac{1}{\eta} \int_x^1 \left( \lambda E[B] \bar{p}^*(u) - \frac{\mu - \eta}{u} \right) du \right\} \\
= \left( \frac{\mu - \eta}{\eta x} \right) \pi_0 \exp \left\{ \frac{1}{\eta} \int_x^1 \left( \lambda E[B] \bar{p}^*(u) - \frac{\mu - \eta}{u} \right) du \right\} , \quad 0 < x ≤ 1.
\]

We thus have

\[
\psi_L(x) = \psi_L(x) + \int_a^x \left( \frac{\mu - \eta}{\eta y} \right) \pi_0 \exp \left\{ \frac{1}{\eta} \int_y^1 \left( \lambda E[B] \bar{p}^*(u) - \frac{\mu - \eta}{u} \right) du \right\} dy,
\]

where a > 0 denotes a positive real number. Therefore, \( \phi_L(x) \) is given by

\[
\phi_L(x) = \psi_L(x) \exp \left\{ \frac{1}{\eta} \int_x^1 \left( \lambda E[B] \bar{p}^*(u) - \frac{\mu - \eta}{u} \right) du \right\} \\
= \phi_L(a) \exp \left\{ \frac{1}{\eta} \int_a^x \left( \lambda E[B] \bar{p}^*(u) - \frac{\mu - \eta}{u} \right) du \right\} \\
+ \int_a^x \left( \frac{\mu - \eta}{\eta y} \right) \pi_0 \exp \left\{ \frac{1}{\eta} \int_y^x \left( \lambda E[B] \bar{p}^*(u) - \frac{\mu - \eta}{u} \right) du \right\} dy \\
= \phi_L(a) x^{-(\mu-\eta)/\eta} \left( x^{-\eta/(\mu-\eta)} \right) \exp \left\{ \frac{\lambda E[B]}{\eta} \int_a^x \bar{p}^*(u) du \right\} \\
+ \pi_0 x^{-(\mu-\eta)/\eta} \exp \left\{ \frac{\lambda E[B]}{\eta} \int_a^x \bar{p}^*(u) du \right\} \\
+ \pi_0 x^{-(\mu-\eta)/\eta} \exp \left\{ \frac{\lambda E[B]}{\eta} \int_a^x \bar{p}^*(u) du \right\} \\
\cdot \left( \phi_L(a) x^{-(\mu-\eta)/\eta} + \pi_0 x^{-(\mu-\eta)/\eta} \int_a^x y^{(\mu-\eta)/\eta-1} \right) \exp \left\{ \frac{\lambda E[B]}{\eta} \int_a^x \bar{p}^*(u) du \right\} dy \\
= x^{-(\mu-\eta)/\eta} \exp \left\{ \frac{\lambda E[B]}{\eta} \int_a^x \bar{p}^*(u) du \right\} \\
\cdot \left( \phi_L(a) x^{-(\mu-\eta)/\eta} + \pi_0 x^{-(\mu-\eta)/\eta} \int_a^x y^{(\mu-\eta)/\eta-1} \exp \left\{ \frac{\lambda E[B]}{\eta} \int_a^x \bar{p}^*(u) du \right\} dy \right),
\]
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Next, we consider the limit \( a \to 0^+ \). Note that if \( \mu < \eta \), the right-hand side of (122) takes the indeterminate form \( \infty - \infty \) when \( a \to 0^+ \). To remove this singularity, we perform a partial integration.

\[
\begin{align*}
\pi_0 \frac{\mu - \eta}{\eta} \int_0^x y^{(\mu-\eta)/\eta-1} \exp \left[ -\frac{\lambda E[B]}{\eta} \right] \int_y^y \tilde{p}^*(u) \, du \, dy \\
= \pi_0 \int_0^x \frac{d}{dy} \left[ y^{(\mu-\eta)/\eta} \right] \cdot \exp \left[ -\frac{\lambda E[B]}{\eta} \right] \int_y^y \tilde{p}^*(u) \, du \, dy \\
= \pi_0 x^{(\mu-\eta)/\eta} \exp \left[ -\frac{\lambda E[B]}{\eta} \right] \int_0^x \tilde{p}^*(u) \, du \, dy \\
+ \pi_0 \frac{\lambda E[B]}{\eta} \int_0^x y^{(\mu-\eta)/\eta} \tilde{p}^*(y) \exp \left[ -\frac{\lambda E[B]}{\eta} \right] \int_y^y \tilde{p}^*(u) \, du \, dy.
\end{align*}
\]

From this equation, we obtain

\[
\phi_L(x) = x^{-\mu/\eta} \exp \left[ -\frac{\lambda E[B]}{\eta} \right] \int_0^x \tilde{p}^*(u) \, du - (\phi_L(0) - \pi_0) a^{(\mu-\eta)/\eta}
\]

\[
+ \pi_0 \left[ 1 + \frac{\lambda E[B]}{\eta} \int_0^x \left( \frac{v_2}{x} \right)^{(\mu-\eta)/\eta} \tilde{p}^*(v) \, dv \exp \left[ -\frac{\lambda E[B]}{\eta} \right] \int_y^y \tilde{p}^*(u) \, du \right],
\]

where \( t = y/x \). Note that

\[
\lim_{a \to 0^+} (\phi_L(a) - \pi_0) a^{(\mu-\eta)/\eta} = \lim_{a \to 0^+} a^{\mu/\eta} \sum_{n=1}^{\infty} \pi_n a^{n-1} = \lim_{a \to 0^+} a^{\mu/\eta} \sum_{n=1}^{\infty} \pi_n a^{n-1} = 0.
\]

Therefore, taking the limit \( a \to 0^+ \) on the right-hand side of (123), we obtain (98). Finally, (97) follows from (98) and \( \phi_L(1) = 1 \).

\[\square\]

\section*{F Proof of Lemma 10}

It is readily verified that using (100), we can rewrite (17) to be

\[
\overline{G}(w | y) = \begin{cases} 
\overline{G}(w) + \int_0^w \sum_{k=2}^{\infty} \overline{p}_k g^{(k-1)}(u) \overline{G}(w-u) \, du, & y < \tau, w < \tau - y, \\
\overline{G}(w) + \sum_{k=2}^{\infty} \overline{p}_k \int_0^{\tau-y} g^{(k-1)}(u) \overline{G}(w-u) \, du, & y < \tau, w \geq \tau - y, \\
0, & y \geq \tau.
\end{cases}
\]

In addition, it follows from (114) that

\[
\overline{G}_{\text{batch}}(w) = \overline{G}(w) + \int_0^w \sum_{k=2}^{\infty} \overline{p}_k g^{(k-1)}(u) \overline{G}(w-u) \, du.
\]

We thus obtain (101). \[\square\]
References