APPENDIX

1. Probability Spaces. If we want to describe a random trial mathematically then we first define the sample space $\Omega$, the set of all the possible results or outcomes of the random trial. We shall denote by $\omega$ the elements of $\Omega$.

Each event concerning the random trial considered can be represented by a subset of $\Omega$. The impossible event is represented by $\emptyset$, the empty set, and the sure event is represented by $\Omega$, the whole sample space. In general, events will be denoted by capital Latin letters $A, B, C, \ldots$.

If the occurrence of $A$ implies the occurrence of $B$, then we shall write $A \subset B$. The complementary event of an event $A$ will be denoted by $\overline{A}$. The simultaneous occurrence of the events $A, B, C, \ldots$ will be denoted by $ABC\ldots$ or by $A \cap B \cap C \cap \ldots$. The event that at least one event occurs among $A, B, C, \ldots$ will be denoted by $A + B + C + \ldots$ or by $A \cup B \cup C \cup \ldots$. We define $A - B = AB$.

We say that $\{A_n\}$ is a monotone sequence of events if either $A_1 \subset A_2 \subset \ldots \subset A_n \subset \ldots$ or $A_1 \supset A_2 \supset \ldots \supset A_n \supset \ldots$. In the first case we define $\lim_{n \to \infty} A_n = \bigcup_{n=1}^{\infty} A_n$ and in the second case $\lim_{n \to \infty} A_n = \bigcap_{n=1}^{\infty} A_n$.

A class of events $A$ is called an algebra if the following two conditions are satisfied:

(i) If $A \in A$, then $\overline{A} \in A$.

(ii) If $A \in A$ and $B \in A$, then $A + B \in A$. 

A class of events \( \mathcal{B} \) is called a \( \sigma \)-algebra if the following two conditions are satisfied:

(i) If \( A \in \mathcal{B} \), then \( \overline{A} \in \mathcal{B} \).

(ii) If \( A_n \in \mathcal{B} \) for \( n = 1, 2, \ldots \), then \( \sum_{n=1}^{\infty} A_n \in \mathcal{B} \).

A class of events \( \mathcal{M} \) is called a monotone class if it satisfies the following requirement:

If \( A_n \in \mathcal{M} \) for \( n = 1, 2, \ldots \) and \( \{A_n\} \) is a monotone sequence of events, then \( \lim_{n \to \infty} A_n \in \mathcal{M} \).

Theorem 1. Let \( A \) be an algebra of subsets of \( \Omega \). Denote by \( \mathcal{B} \) the minimal \( \sigma \)-algebra which contains \( A \) and denote by \( \mathcal{M} \) the minimal monotone class which contains \( A \). Then \( \mathcal{B} \) and \( \mathcal{M} \) coincide.

Proof. If \( \{A_n\} \) is a monotone sequence of events and \( A_n \in \mathcal{B} \), then
\[
\lim_{n \to \infty} A_n \in \mathcal{B},
\]
that is, \( \mathcal{B} \) is a monotone class. Thus \( \mathcal{B} \) is a monotone class which contains \( A \). This proves that \( \mathcal{M} \subseteq \mathcal{B} \).

To prove that \( \mathcal{B} \subseteq \mathcal{M} \) for each \( A \in \mathcal{M} \) let us define

\[
M_A = \{B: B \in \mathcal{M}, \overline{\overline{B}} \in \mathcal{M}, AB \in \mathcal{M}, A+B \in \mathcal{M}\}.
\]

(1)

Then \( M_A \) is a monotone class for each \( A \in \mathcal{M} \). For if \( \{B_n\} \) is a monotone sequence and \( B_n \in M_A \), then \( B_n \in \mathcal{M}, \overline{\overline{B_n}} \in \mathcal{M}, \overline{B_n} \in \mathcal{M}, A+B_n \in \mathcal{M} \), and consequently
\[
\overline{A} = \lim_{n \to \infty} B_n \in \mathcal{M}, \overline{AB} = \lim_{n \to \infty} \overline{A\overline{B_n}} \in \mathcal{M}, \overline{A+B} = \lim_{n \to \infty} \overline{A+B_n} \in \mathcal{M},
\]
\[
A+B = \lim_{n \to \infty} (A+B_n) \in \mathcal{M}.
\]
Therefore \( B \in M_A \).
Now we shall show that if \( A \in A \), then \( A \subseteq M_A \) and consequently \( M_A = M \). If \( A \in A \) and \( B \in A \), then by (1) \( B \in M_A \), that is, \( A \subseteq M_A \). Since \( M \) is the minimal monotone class which contains \( A \), and \( M_A \) is a monotone class which contains \( A \), therefore \( M \subseteq M_A \). However, by definition \( M_A \subseteq M \). Thus \( M_A = M \) whenever \( A \in A \).

Furthermore, we shall show that \( M_B = M \) for all \( B \in M \). If \( B \in M \), then \( B \in M_A = M \) whenever \( A \in A \). Consequently, by symmetry it follows from (1) that \( A \in M_B \) also holds when \( A \in A \) and \( B \in M \). Accordingly, if \( A \in A \), then \( A \in M_B \) for \( B \in M \). This proves that \( A \subseteq M_B \) for \( B \in M \). Thus \( M \subseteq M_B \) holds and by definition we have \( M_B \subseteq M \). Hence \( M_B = M \) for all \( B \in M \).

Finally, we shall prove that \( M \) is an algebra. If \( A \in M \) and \( B \in M \), then \( M_A = M \) and by (1) \( A + B \in M \). If \( A \in M \), then \( M_A = M \) and by (1) \( A \in M \) for all \( B \in M \). If \( B = \Omega \), then \( B \in M \) and consequently \( A \in M \). This proves that \( M \) is an algebra. Since \( M \) is a monotone class, it follows that \( M \) is necessarily a \( \sigma \)-algebra. Thus \( B \subseteq M \). This relation together with \( M \subseteq B \) implies that \( M = B \) which was to be proved.

If we consider a random trial then we suppose that the class of random events is a \( \sigma \)-algebra of subsets of \( \Omega \). We use the notation \( \mathcal{B} \) for denoting this class.

With every event \( A \in \mathcal{B} \) we associate a real number \( P(A) \), the probability of \( A \). The probability \( P(A) \) is a nonnegative, \( \sigma \)-additive and normed set function defined on \( \mathcal{B} \), that is, we assume that
(i) \( P(A) \geq 0 \) for all \( A \in \mathcal{B} \).

(ii) \( P(\Omega) = 1 \).

(iii) If \( A_n \in \mathcal{B} \) for \( n = 1,2, \ldots \) and \( A_i A_j = \emptyset \) for \( i \neq j \), then

\[
P\left( \sum_{n=1}^{\infty} A_n \right) = \sum_{n=1}^{\infty} P(A_n).
\]

In 1914 C. Carathéodory [6] proved an important extension theorem in measure theory. This theorem has many useful applications in the theory of probability. In what follows we shall state and prove this theorem in the terminology of probability theory.

**Theorem 2.** Let \( A \) be an algebra of subsets of \( \Omega \). Let \( Q(A) \) be a probability defined on \( A \), that is, \( Q(A) > 0 \) for \( A \in A \), \( Q(\Omega) = 1 \) and

\[
Q\left( \sum_{n=1}^{\infty} A_n \right) = \sum_{n=1}^{\infty} Q(A_n)
\]

whenever \( A_n \in A \) for \( n = 1,2, \ldots \), \( \sum_{n=1}^{\infty} A_n \in A \) and \( A_i A_j = \emptyset \) for \( i \neq j \). The probability \( Q(A) \) defined on \( A \) can uniquely be extended to a probability \( P(A) \) defined on \( \mathcal{B} \), the minimal \( \sigma \)-algebra over \( A \).

**Proof.** We shall prove that there exists a set function \( P(A) \) defined on \( \mathcal{B} \) which satisfies the conditions (i), (ii), (iii) mentioned above and that \( P(A) \) is an extension of \( Q(A) \) that is \( P(A) = Q(A) \) whenever \( A \in A \). Furthermore, we shall prove that \( P(A) \) for \( A \in \mathcal{B} \) is uniquely determined by \( Q(A) \) for \( A \in A \).
For any $A \subset \Omega$ let us define

\[ P^\ast(A) = \inf \{ \sum_{k=1}^{\infty} Q\{A_k\} : A \subset \sum_{k=1}^{\infty} A_k \text{ and } A_k \in A \} . \]

The set function $P^\ast(A)$ satisfies the following properties

(a) $P^\ast(A) \geq 0$ for all $A$. This follows from the definition (4).

(b) If $A \subset B$, then $P^\ast(A) \leq P^\ast(B)$. This follows from the fact that every covering of $B$ is a covering of $A$ too.

(c) If $A \subset \bigcup_{n=1}^{\infty} A_n$, then $P^\ast(A) \leq \sum_{n=1}^{\infty} P^\ast(A_n)$.

To prove this let us observe that for any $\varepsilon > 0$ and for each $n = 1, 2, \ldots$ we can choose an infinite sequence of sets $B_{n,j}$ ($j = 1, 2, \ldots$) such that $B_{n,j} \in A$, $A_n \subset \bigcup_{j=1}^{\infty} B_{n,j}$ and

\[
\sum_{j=1}^{\infty} Q\{B_{n,j}\} \leq P^\ast(A_n) + \frac{\varepsilon}{2^n}
\]

for $n = 1, 2, \ldots$. Since $A \subset \bigcup_{n=1}^{\infty} \bigcup_{j=1}^{\infty} B_{n,j}$ and $B_{n,j} \in A$, therefore we have

\[
P^\ast(A) \leq \sum_{n=1}^{\infty} \sum_{j=1}^{\infty} Q\{B_{n,j}\} \leq \sum_{n=1}^{\infty} P^\ast(A_n) + \varepsilon .
\]

Since $\varepsilon > 0$ is arbitrary, this proves (c).

Now we shall prove that $P^\ast(A)$ is an extension of $Q(A)$, that is,

$P^\ast(A) = Q(A)$ if $A \in A$. 
Obviously $P^*\{A\} \leq Q\{A\}$ if $A \in A$. On the other hand, if $A \in A$ and $A \subseteq \bigcup_{k=1}^{\infty} A_k$ where $A_k \in A$, then

(7) \[ Q\{A\} \leq \bigoplus_{k=1}^{\infty} Q\{A_k\}. \]

This follows from the $\sigma$-additivity of $Q\{A\}$ on $A$. If we form the infimum of the right-hand side of (7) for all admissible $\{A_k\}$, then by (4) we obtain that

(8) \[ Q\{A\} \leq P^*\{A\}. \]

Hence $P^*\{A\} = Q\{A\}$ for $A \in A$.

Now denote by $A^*$ the class of sets $S$ for which for every $\epsilon > 0$ we can find an $A \in A$ such that

(9) \[ P^*\{S \Delta A\} < \epsilon \]

where $S \Delta A = S \Delta A$, the symmetric difference of $S$ and $A$.

We shall prove that $A^*$ is a $\sigma$-algebra which contains $A$.

First, we have $A \subseteq A^*$. For if $S \in A$, then $A = S$ can be chosen, and hence $P^*\{S \Delta S\} = P^*\{\emptyset\} = 0$, that is, $S \in A^*$.

Second, if $S \in A^*$, then $\overline{S} \in A^*$. Now for each $\epsilon > 0$ there is an $A \in A$ such that $P^*\{S \Delta A\} < \epsilon$. If $A \in A$, then $\overline{A} \in A$ and $\overline{S} \Delta \overline{A} = S \Delta A$. Thus $P^*\{\overline{S} \Delta \overline{A}\} = P^*\{S \Delta A\} < \epsilon$.

Third, if $S_k \in A^*$ for $k = 1, 2, \ldots, n$, then $S = \bigcup_{k=1}^{n} S_k \in A^*$ for all $n = 1, 2, \ldots$. In this case for every $\epsilon > 0$ and $k = 1, 2, \ldots, n$,
there is an $A_k \in A$ such that $\sum_{k=1}^{n} (S_k \Delta A_k) < \varepsilon/2^k$. Let $A = \sum_{k=1}^{n} A_k$.

Then $A \in A$,

$$\sum_{k=1}^{n} (S_k \Delta A_k) \leq \sum_{k=1}^{n} P^*(S_k \Delta A_k) < \varepsilon$$

which proves the statement.

Accordingly, $A^*$ is an algebra which contains $A$. Now we shall prove that $A^*$ is in fact a $\sigma$-algebra, that is, if $S_k \in A^*$ for $k = 1,2,...$, then $S = \sum_{k=1}^{\infty} S_k \in A^*$. Since $S_1 \ldots S_k \in A^*$ and $S = S_1 + S_1 S_2 + \ldots + S_2 S_3 + ...$, it is sufficient to prove that if $S_k \in A^*$ for $k = 1,2,...$ and if $S_1 S_j = 0$ for $i \neq j$, then $S = \sum_{k=1}^{\infty} S_k \in A^*$.

For every $\varepsilon > 0$ and $k = 1,2,...$ there is an $A_k \in A$ such that $\sum_{k=1}^{n} Q(\overline{A_1 \ldots A_{k-1} A_k}) \leq \sum_{k=1}^{n} Q(A_1 \ldots A_{k-1} A_k) \leq 1$ for $n = 1,2,...$. Hence

$$\sum_{k=1}^{n} Q(\overline{A_1 \ldots A_{k-1} A_k}) \leq \sum_{k=1}^{n} Q(A_1 \ldots A_{k-1} A_k) \leq 1$$

for $n = 1,2,...$. Hence

$$\sum_{k=1}^{n} Q(\overline{A_1 \ldots A_{k-1} A_k}) \leq 1$$

and consequently

$$\sum_{k=n+1}^{\infty} Q(\overline{A_1 \ldots A_{k-1} A_k}) < \frac{\varepsilon}{2}$$

if $n$ is sufficiently large.
Since

\begin{equation}
(S \triangle \sum_{k=1}^{n} A_k \triangle \sum_{k=1}^{\infty} (S_k \triangle A_k) + \sum_{k=n+1}^{\infty} \bar{A}_k \ldots \bar{A}_{k-1} A_k
\end{equation}

holds for \( n = 1,2, \ldots \), therefore if we choose \( A_k \in A \) (\( k = 1,2, \ldots \)) in such a way that \( P^*\{S_k \triangle A_k\} < \epsilon/2^{k+1} \) and if we choose \( n \) so large that (14) is satisfied, then by (15) we obtain that

\begin{equation}
P^*\{S \triangle \sum_{k=1}^{n} A_k \triangle \sum_{k=1}^{\infty} (S_k \triangle A_k) + \sum_{k=n+1}^{\infty} Q(\bar{A}_k \ldots \bar{A}_{k-1} A_k) < \epsilon.
\end{equation}

Since \( \sum_{k=1}^{n} A_k \in A \) for every \( n = 1,2, \ldots \), it follows that \( S \subseteq A^* \) which was to be proved.

Accordingly \( A^* \) is a \( \sigma \)-algebra which contains \( A \).

Now we shall prove that \( P^*\{S\} \) is a probability on \( A^* \). By definition \( P^*\{S\} \geq 0 \) for all \( S \in A^* \) and obviously \( P^*\{\Omega\} = 1 \). It remains to prove that \( P^*\{S\} \) is \( \sigma \)-additive on \( A^* \). Suppose that \( S = \sum_{k=1}^{\infty} S_k \) where \( S_k \in A^* \) for \( k = 1,2, \ldots \) and \( S_i \cap S_j = \emptyset \) for \( i \neq j \). Then \( S \in A^* \) and by (c) we have

\begin{equation}
P^*\{S\} \leq \sum_{k=1}^{\infty} P^*\{S_k\}.
\end{equation}

We shall prove that (17) holds also with the reverse inequality. Hence it follows that \( P^*\{S\} \) is \( \sigma \)-additive on \( A^* \).

First we shall prove that if \( S_1 \in A^* \), \( S_2 \in A^* \) and \( S_1 \cap S_2 = \emptyset \), then
Let us choose $A_1 \in A^*$ and $A_2 \in A^*$ in such a way that $P^*(S_1 \Delta A_1) < \varepsilon$ and $P^*(S_2 \Delta A_2) < \varepsilon$ where $\varepsilon$ is an arbitrary small positive number.

Since now we have

\begin{align*}
S_1 &\subseteq A_1 + (S_1 \Delta A_1) \quad \text{and} \quad S_2 \subseteq A_2 + (S_2 \Delta A_2) , \\
A_1 + A_2 &\subseteq S_1 + S_2 + (S_1 \Delta A_1) + (S_2 \Delta A_2) \quad \text{and} \quad A_1 A_2 \subseteq (S_1 \Delta A_1) + (S_2 \Delta A_2) ,
\end{align*}

it follows that

\begin{align*}
P^*(S_1) + P^*(S_2) &< Q(A_1) + Q(A_2) + 2\varepsilon = \\
&= \overset{\sim}{Q(A_1 + A_2)} + \overset{\sim}{Q(A_1 A_2)} + 2\varepsilon , \\
Q(A_1 + A_2) &\overset{\sim}{=} P^*(A_1 + A_2) < P^*(S_1 + S_2) + 2\varepsilon , \\
\text{and} \quad Q(A_1 A_2) &\overset{\sim}{=} P^*(A_1 A_2) < 2\varepsilon .
\end{align*}

By (22), (23), and (24) we have

\begin{align*}
P^*(S_1) + P^*(S_2) &< P^*(S_1 + S_2) + 6\varepsilon .
\end{align*}

Since $\varepsilon$ is an arbitrary positive number, this proves (18).

By mathematical induction it follows from (18) that
\[(26) \quad \sum_{k=1}^{n} P^*(S_k) \leq P^*(S) \]
holds for \(n = 2, 3, \ldots\). If \(n \to \infty\) in (26), then we obtain that

\[(27) \quad \sum_{k=1}^{\infty} P^*(S_k) \leq P^*(S) . \]

By (17) and by (27) it follows that \(P^*(S)\) is \(\sigma\)-additive on \(A^*\).

Let \(B\) be the minimal \(\sigma\)-algebra which contains \(A\). Obviously we have \(B \subset A^*\).

If we define \(P(A) = \sum P^*(A)\) on \(B\), then \(P(A)\) is a probability on the \(\sigma\)-algebra \(B\) and \(P(A)\) is an extension of \(\sum Q(A)\), that is, \(P(A) = Q(A)\) for \(A \in A\).

Now we shall prove that \(P(A)\) is the unique extension of \(Q(A)\). To prove this let us suppose that \(P_1(A)\) and \(P_2(A)\) are both probabilities on \(B\) and both are extensions of \(Q(A)\), that is, \(P_1(A) = P_2(A) = Q(A)\) for \(A \in A\). We shall prove that \(P_1(A) = P_2(A)\) on \(B\).

Define

\[(28) \quad M = \{A : P_1(A) = P_2(A) \text{ and } A \in B\} . \]

Then \(A \subset M \subset B\). We can easily see that \(M\) is a monotone class. Let \(\{A_n\}\) be a monotone sequence of events for which \(A_n \in M\). Then \(A = \lim A_n \in M\). For in this case \(P_1(A_n) = P_2(A_n)\) for \(n = 1, 2, \ldots\) and therefore

\[\lim_{n \to \infty} P_1(A_n) = P_2(A_n) . \]
(29) \[ P_1\{A\} = \lim_{n \to \infty} P_1\{A_n\} = \lim_{n \to \infty} P_2\{A_n\} = P_\infty\{A\} . \]

By Theorem 1 it follows that \( M \) contains the minimal \( \sigma \)-algebra over \( A \), that is, \( B \subset M \). Accordingly \( M = B \), that is, \( P\{A\} \) is the unique extension of \( \tilde{P}\{A\} \) to the \( \sigma \)-algebra \( B \). This completes the proof of the theorem.

In the mathematical description of a random trial we associate a probability space \((\Omega, B, P)\) with the random trial where \( \Omega \) is the sample space, the set of all the possible outcomes of the random trial, \( B \) is a \( \sigma \)-algebra of subsets of \( \Omega \), the set of random events, and \( P \) is a normed measure defined on \( B \), that is, \( \tilde{P}\{A\} \) is the probability of \( A \in B \).

**Theorem 3.** If \( A_n \in B \) for \( n = 1, 2, \ldots \), and if \( A_1 \subset A_2 \subset \ldots \subset A_n \subset \ldots \), then

\[
(30) \quad A = \lim_{n \to \infty} A_n = \sum_{k=1}^{\infty} A_k \in B
\]

and

\[
(31) \quad \tilde{P}\{A\} = \lim_{n \to \infty} \tilde{P}\{A_n\} .
\]

**Proof.** Since \( A_1 \subset A_2 \subset \ldots \subset A_n \subset \ldots \) we can write that

\[
(32) \quad A = A_1 + A_2 \overline{A}_1 + \ldots + A_n \overline{A}_{n-1} + \ldots
\]

where the events on the right-hand side are exclusive events. Thus we have

\[
\tilde{P}\{A\} = \tilde{P}\{A_1\} + \tilde{P}\{A_2 \overline{A}_1\} + \ldots + \tilde{P}\{A_n \overline{A}_{n-1}\} + \ldots =
\]

\[
= \tilde{P}\{A_1\} + [\tilde{P}\{A_2\} - \tilde{P}\{A_1\}] + \ldots + [\tilde{P}\{A_n\} - \tilde{P}\{A_{n-1}\}] + \ldots
\]

\[
= \lim_{n \to \infty} \tilde{P}\{A_n\}
\]
because the n-th partial sum is \( P(A_n) \) in the above infinite series.

**Theorem 4.** If \( A_n \in B \) for \( n = 1, 2, \ldots \) and if \( A_1 \supset A_2 \supset \ldots \supset A_n \supset \ldots \), then

\[
A = \lim_{n \to \infty} A_n = \prod_{k=1}^{\infty} A_k \in B
\]

and

\[
P(A) = \lim_{n \to \infty} P(A_n).
\]

**Proof.** Since now \( \overline{A}_1 \subset \overline{A}_2 \subset \ldots \subset \overline{A}_n \subset \ldots \) and

\[
\overline{A} = \lim_{n \to \infty} \overline{A}_n = \bigcup_{k=1}^{\infty} \overline{A}_k,
\]

by Theorem 3 we obtain that

\[
P(\overline{A}) = \lim_{n \to \infty} P(\overline{A}_n)
\]

and this proves (35).

**Note.** If \( A_n \in B \) for \( n = 1, 2, \ldots \), \( A_1 \supset A_2 \supset \ldots \supset A_n \supset \ldots \) and \( \prod_{k=1}^{\infty} A_k = \emptyset \), then by Theorem 4 we have

\[
\lim_{n \to \infty} P(A_n) = 0.
\]

It is interesting to observe that if \( \sim P(A) \) is finitely additive on \( B \) and if \( \sim P(A) \) is continuous at \( \emptyset \), that is, if (38) holds, then \( \sim P(A) \) is \( \sigma \)-additive on \( B \). This can be seen as follows:
Let $B_n \subseteq S$ for $n = 1, 2, \ldots$ and suppose that $B_i \cap B_j = \emptyset$ for $i \neq j$. Define $A_n = B_n + B_n + \ldots + B_n$ for $n = 1, 2, \ldots$. Then $A_1 \supseteq A_2 \supseteq \ldots \supseteq A_n \supseteq \ldots$ and $\cap_{n=1}^{\infty} A_n = \emptyset$. For if $\omega \in B_n$, then $\omega \notin A_{n+1}$ and if $\omega \notin \bigcup_{n=1}^{\infty} B_n$, then $\omega \notin A_n$ for any $n = 1, 2, \ldots$. Thus by (38)

\[(39) \quad \lim_{n \to \infty} P(A_n) = 0.\]

On the other hand $A_1 = B_1 + B_2 + \ldots + B_n + A_{n+1}$ and therefore

\[(40) \quad P\left( \bigcup_{k=1}^{\infty} B_k \right) = P(A_1) = P(B_1) + P(B_2) + \ldots + P(B_n) + P(A_{n+1})\]

for $n = 1, 2, \ldots$. Since by (39) $\lim_{n \to \infty} P(A_{n+1}) = 0$, it follows from (40) that

\[(41) \quad P\left( \bigcup_{k=1}^{\infty} B_k \right) = \sum_{k=1}^{\infty} P(B_k)\]

which proves that $P(A)$ is $\cap$-additive on $S$.

Accordingly, we can state that $P(A)$ is a probability defined on $S$ if it satisfies the following requirements:

(a) $P(A) \geq 0$ for $A \subseteq S$

(b) $P(\Omega) = 1$

(c) If $A \subseteq S$ and $B \subseteq S$ and $AB = \emptyset$, then $P(A+B) = P(A) + P(B)$.

(d) If $A_n \subseteq S$, $A_1 \supseteq A_2 \supseteq \ldots \supseteq A_n \supseteq \ldots$ and $\cap_{n=1}^{\infty} A_n = \emptyset$, then $\lim_{n \to \infty} P(A_n) = 0$.

This set of requirements is equivalent to the requirements (i), (ii),
(iii) stated earlier. In particular, it follows that a nonnegative and normed set function $P(A)$ defined on a $\sigma$-algebra $B$ is $\sigma$-additive if and only if (c) and (d) are satisfied.

Now we shall prove a few basic relations for probabilities. First, we shall prove Boole's inequality.

**Theorem 5.** Let $(\Omega, B, P)$ be a probability space and $A_1, A_2, \ldots, A_k, \ldots$ an infinite sequence of events. Then we have

\[ P\left( \sum_{k=1}^{\infty} A_k \right) \leq \sum_{k=1}^{\infty} P(\{A_k\}) . \tag{42} \]

**Proof.** Let $B_1 = A_1$ and $B_k = \overline{A_1 \cdots \overline{A}_{k-1}} A_k$ for $k = 2, 3, \ldots$. Then we have

\[ \sum_{k=1}^{\infty} A_k = \sum_{k=1}^{\infty} B_k . \tag{43} \]

Since the events $B_1, B_2, \ldots, B_k, \ldots$ are mutually exclusive, it follows that

\[ P\left( \sum_{k=1}^{\infty} A_k \right) = \sum_{k=1}^{\infty} P(B_k) \leq \sum_{k=1}^{\infty} P(A_k) . \tag{44} \]

Here we used that $B_k \subset A_k$ for $k = 1, 2, \ldots$.

**Theorem 6.** Let $(\Omega, B, P)$ be a probability space and $A_1, A_2, \ldots, A_n, \ldots$ be an infinite sequence of events. Define

\[ A^* = \limsup_{n \to \infty} A_n = \bigcap_{n=1}^{\infty} \bigcup_{k=n}^{\infty} A_k . \tag{45} \]

and
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\[ A^* = \lim \inf \ A_n = \sum_{n=1}^{\infty} \prod_{k=n}^{\infty} A_k. \]

We have

\[ P(A^*) \leq \lim \inf P(A_n) \leq \lim \sup P(A_n) \leq P(A^*). \]

**Proof.** If we apply Theorem 3 to the events \( \prod_{k=n}^{\infty} A_k \) \((n = 1, 2, \ldots)\) then we obtain that

\[ P(A^*) = \lim P(\prod_{k=n}^{\infty} A_k) \]

and if we apply Theorem 4 to the events \( \sum_{k=n}^{\infty} A_k \) \((n = 1, 2, \ldots)\) then we obtain that

\[ P(A^*) = \lim P(\sum_{k=n}^{\infty} A_k). \]

Since

\[ P(\prod_{k=n}^{\infty} A_k) \leq P(A_n) \]

for \( n = 1, 2, \ldots \), by (48) we obtain that

\[ P(A^*) \leq \lim \inf P(A_n), \]

and since

\[ P(A_n) \leq P(\sum_{k=n}^{\infty} A_k) \]

for \( n = 1, 2, \ldots \), by (49) we obtain that

\[ \lim \sup P(A_n) \leq P(A^*). \]
By (51) and (53) we obtain (47).

We note that if \( A^n = A^* \), then we say that \( \lim_{n \to \infty} A_n \) exists, and

\[
\lim_{n \to \infty} A_n = A^* = A^* .
\]

In this case by (47) we have

\[
P\{\lim_{n \to \infty} A_n\} = \lim_{n \to \infty} P\{A_n\} .
\]

2. Random Variables and Distribution Functions.

Let \((\Omega, \mathcal{B}, P)\) be a probability space. By a real random variable \( \xi \) we understand a real function \( \xi = \xi(\omega) \) defined for \( \omega \in \Omega \) and measurable with respect to \( \mathcal{B} \), that is, for every real \( x \) the event \( \{ \omega : \xi(\omega) < x \} \in \mathcal{B} \) is Borel measurable. A random variable \( \xi(\omega) \) may be finite or infinite. If it is not specified otherwise, then by a random variable \( \xi \) we mean a finite, measurable, real function \( \xi(\omega) \) defined on \( \Omega \).

If \( \xi = \xi(\omega) \) is a real random variable, then \( \{ \omega : \xi(\omega) \in A \} \in \mathcal{B} \) for any linear Borel set \( A \) and \( \mu(A) = P(\xi \in A) \) is a probability measure on the class of Borel subsets of the real line.

If \( \xi = \xi(\omega) \) is a finite random variable, then the function

\[
F(x) = P(\xi \leq x)
\]

defined for \( -\infty < x < \infty \) is called the distribution function of the random variable. We define

\[
F(+\infty) = \lim_{x \to \infty} F(x) \quad \text{and} \quad F(-\infty) = \lim_{x \to -\infty} F(x) .
\]

A distribution function \( F(x) \) has the following properties: (i) \( F(x) \) is a nondecreasing function of \( x \). (ii) \( F(+\infty) = 1 \) and \( F(-\infty) = 0 \).
(iii) $F(x)$ is continuous on the right, that is, $\lim_{y \to x} F(y) = F(x+0) = F(x)$.

Conversely, if $F(x)$ is a real function of $x$ defined for $-\infty < x < \infty$ and if $F(x)$ satisfies the conditions (i), (ii), (iii), then $F(x)$ can be considered as the distribution function of a real random variable. We shall prove that $F(x)$ induces a probability space $(\Omega, \mathcal{B}, P)$ and we shall define a random variable $\xi = \xi(\omega)$ such that $P(\xi \leq x) = F(x)$.

**Theorem 1.** Let $F(x)$ be a distribution function, that is, a real function satisfying the conditions (i), (ii), (iii). Then there exists a probability space $(\Omega, \mathcal{B}, P)$ and a real random variable $\xi$ such that $P(\xi \leq x) = F(x)$.

**Proof.** Let $\Omega = \mathbb{R}(-\infty, \infty)$, a real line. Let $\mathcal{B}$ be the class of Borel sets in $\mathbb{R}$. Let us define $P(A)$ for $A \in \mathcal{B}$ in the following way: If $I = (a, b]$ where $a \leq b$, then let $P(I) = F(b) - F(a)$. If $I = (a, b)$ where $a \leq b$, then let $P(I) = F(b-0) - F(a)$. If $I = [a, b]$ where $a \leq b$, then let $P(I) = F(b) - F(a-0)$. If $I = [a, b)$ where $a \leq b$, then let $P(I) = F(b-0) - F(a-0)$. Thus $P(I)$ is defined for intervals $I$. Now let us extend the definition of $P(A)$ for elementary sets $A$. A set $A$ is called an elementary set if it can be represented as the union of a finite number of intervals. If $A$ is an elementary set, then we can write that $A = I_1 + I_2 + \ldots + I_n$ where $I_1, I_2, \ldots, I_n$ are disjoint intervals. For the elementary set $A$ let us define $P(A) = P(I_1) + P(I_2) + \ldots + P(I_n)$. We can.
easily see that the class of elementary sets $A$ is an algebra and $P(A)$ is uniquely determined for $A \in A$, that is, $P(A)$ is independent of the particular representation of $A$. We have $P(A) \geq 0$ for each $A \in A$, $P(\emptyset) = 1$ and $P(A)$ is finitely additive, that is, if $A \in A$ and $A = A_1 + A_2 + \ldots + A_n$ where $A_i \in A$ for $i = 1, 2, \ldots, n$ and $A_i A_j = \emptyset$ for $i \neq j$, then $P(A) = P(A_1) + P(A_2) + \ldots + P(A_n)$.

Now we shall prove that $P(A)$ is $\sigma$-additive on $A$. We shall provide two proofs of this fact.

First proof. Let $A \in A$ and $A_k \in A$ for $k = 1, 2, \ldots$ and suppose that $A \subseteq \bigcup_{k=1}^{\infty} A_k$. Then we have

\[
(2) \quad P(A) \leq \sum_{k=1}^{\infty} P(A_k).
\]

To prove (2) we observe that for every $\varepsilon > 0$ we can find a bounded and closed elementary set $B \subseteq A$ such that $P(B) \geq P(A) - \frac{\varepsilon}{2}$. This can easily be seen if we take into consideration that every interval $I$ contains a bounded and closed interval $K$ such that $P(I) - P(K)$ is arbitrarily close to 0. For example, if $I = (a, b)$ where $a < b$ and $K_\varepsilon = [a+\varepsilon, b-\varepsilon]$, then \( \lim_{\varepsilon \to 0} P(K_\varepsilon) = \lim_{\varepsilon \to 0} [F(b-\varepsilon) - F(a+\varepsilon-\varepsilon)] = F(b-0) - F(a) = P(I) \), that is, $P(I) - P(K_\varepsilon)$ is arbitrarily close to 0 if $\varepsilon > 0$ is sufficiently small. In a similar way we can see that for every $\varepsilon > 0$ and $k = 1, 2, \ldots$ we can find an open elementary set $B_k \supseteq A_k$ such that $P(B_k) \leq P(A_k) + \frac{\varepsilon}{2^k+1}$. Then we have $B \subseteq \bigcap_{k=1}^{\infty} B_k$. Since $B$ is bounded and closed, by the Heine-Borel theorem there is an $n$ such that $B \subseteq \bigcup_{k=1}^{n} B_k$. (See e.g. B. Sz. Nagy...
Then by the finite additivity of $P(A)$ on $A$ we obtain that $\sum_{k=1}^{\infty} P(B_k) \leq P(B)$. Thus

$$P(A) \leq P(B) + \frac{\varepsilon}{2} \leq \sum_{k=1}^{\infty} P(B_k) + \frac{\varepsilon}{2} \leq \sum_{k=1}^{\infty} P(A_k) + \varepsilon.$$  

Since $\varepsilon > 0$ is arbitrary, therefore (2) follows.

If $A = \sum_{k=1}^{\infty} A_k$ where $A_k \epsilon A$ for $k = 1, 2, \ldots$ and $A_i A_j = \emptyset$ for $i \neq j$, then we have

$$\sum_{k=1}^{\infty} P(A_k) \leq P(A).$$

This follows from the relation $A_1 + A_2 + \ldots + A_n \subseteq A$ which implies that $P(A_1) + P(A_2) + \ldots + P(A_n) \leq P(A)$ for all $n = 1, 2, \ldots$. If $n \rightarrow \infty$, then we obtain (4). By (2) it follows that (4) holds also with the reverse inequality. Thus

$$P(A) = \sum_{k=1}^{\infty} P(A_k),$$

that is, $P(A)$ is o-additive on $A$.

Second proof. Since $P(A)$ is finitely additive on $A$, it is sufficient to prove that $P(A)$ is continuous at $\emptyset$, that is, if $A_1 \supset A_2 \supset \ldots \supset A_n \supset \ldots$ where $A_n \epsilon A$ and $\lim_{n \rightarrow \infty} A_n = \emptyset$, then

$$\lim_{n \rightarrow \infty} P(A_n) = 0.$$  

This implies that $P(A)$ is o-additive on $A$. (See the previous section where we proved this for a $\sigma$-algebra $B$.). We shall prove that if $A_1 \supset A_2 \supset \ldots \supset A_n \supset \ldots$ where $A_n \epsilon A$ and $\lim_{n \rightarrow \infty} P(A_n) \geq \varepsilon > 0$,
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then \( \prod_{n=1}^{\infty} A_n \) is not empty.

For each \( \varepsilon > 0 \) and \( n = 1, 2, \ldots \) we can find a bounded and closed elementary set \( B_n \subset A_n \) such that \( P(B_n) \geq P(A_n) - \frac{\varepsilon}{2^{n+1}} \). Let \( C_n = B_1 B_2 \ldots B_n \).

Since \( C_n \subset B_n \subset A_n \) and \( A \supseteq C_n = A \supseteq B_1 + \ldots + A B_n \subset A B_1 + \ldots + A B_n \), it follows that

\[
(6) \quad P(A_1) - P(C_n) \leq n \sum_{k=1}^{n} [P(A_k) - P(B_k)] \leq \frac{\varepsilon}{2}.
\]

Hence

\[
(7) \quad P(C_n) \geq P(A_n) - \frac{\varepsilon}{2} \geq \frac{\varepsilon}{2} > 0,
\]

that is, \( C_n \) is not empty. Thus there exists a real number \( x_n \in C_n \) for each \( n = 1, 2, \ldots \). Since \( C_n \subset C_m \) for \( n \geq m \), it follows that \( x_n \in C_m \) for \( n \geq m \), or \( x_n \in B_m \) for \( n \geq m \). Since \( B_m \) is bounded and closed by the Bolzano-Weierstrass theorem \( \{x_n\} \) contains a convergent subsequence \( \{x_{n_k}\} \) such that \( \lim_{k \to \infty} x_{n_k} = x \in B_m \) for all \( m = 1, 2, \ldots \). (See e.g. B. Sz. - Nagy [31 p.30].) Thus \( x \in A_m \) for all \( m = 1, 2, \ldots \) and consequently \( \prod_{m=1}^{\infty} A_m \) is not empty. This proves that \( P(A) \) is \( \sigma \)-additive on \( A \).

Since \( P(A) \) is \( \sigma \)-additive on \( A \) by Carathéodory's extension theorem (Theorem 1.2 in the Appendix) we can extend the definition of \( P(A) \) to \( B \), the minimal \( \sigma \)-algebra over \( A \), in such a way that \( P(A) \) remains non-negative, normed and \( \sigma \)-additive on \( B \) and the extension is unique.
Thus we demonstrated that every distribution function \( F(x) \) induces a probability space \( (\Omega, \mathcal{B}, P) \) and if \( A_x = \{ \omega : \omega \leq x \} \), then \( P(A_x) = F(x) \) for all \(-\infty < x < \infty\).

If we define \( \xi = \xi(\omega) = \omega \) for \( \omega \in \Omega \), then \( \xi \) is a real random variable and \( P(\xi \leq x) = P(A_x) = F(x) \) for all \( x \in (-\infty, \infty) \). This completes the proof of the theorem.

Now let us suppose that \( m \) real random variables \( \xi_1, \xi_2, \ldots, \xi_m \) are defined on the probability space \( (\Omega, \mathcal{B}, P) \). We can consider the random variables \( \xi_1, \xi_2, \ldots, \xi_m \) as the components of a vector random variable \( \xi = (\xi_1, \xi_2, \ldots, \xi_m) \). Then \( \{ \omega : \xi(\omega) \in A \} \in \mathcal{B} \) for any \( m \)-dimensional Borel set \( A \) and \( \mu(A) = P(\xi \in A) \) is a probability measure on the class of Borel subsets of the \( m \)-dimensional Euclidean space.

The function

\[
F(x_1, x_2, \ldots, x_m) = P(\xi_1 \leq x_1, \xi_2 \leq x_2, \ldots, \xi_m \leq x_m)
\]

defined for \( x_i \in (-\infty, \infty) \) \( (i = 1, 2, \ldots, m) \) is called the joint distribution function of the random variables \( \xi_1, \xi_2, \ldots, \xi_m \).

An \( m \)-dimensional distribution function \( F(x_1, x_2, \ldots, x_m) \) has the following properties: (i) \( F(x_1, x_2, \ldots, x_m) \) is a nondecreasing function of \( x_i \) for each \( i = 1, 2, \ldots, m \). (ii) \( F(x_1, x_2, \ldots, x_m) \to 1 \) if every \( x_i \to +\infty \) \( (i = 1, 2, \ldots, m) \) and \( F(x_1, x_2, \ldots, x_m) \to 0 \) if at least one \( x_i \to -\infty \) \( (i = 1, 2, \ldots, m) \). (iii) If \( x_i \leq y_i \) for \( i = 1, 2, \ldots, m \) and if \( y_i \to x_i \) for \( i = 1, 2, \ldots, m \), then \( F(y_1, y_2, \ldots, y_m) \to F(x_1, x_2, \ldots, x_m) \). (iv) If \( a_i < b_i \) for \( i = 1, 2, \ldots, m \), then
\[
\frac{1}{r_1!} \sum_{r_2=0}^{l_2} \cdots \sum_{r_m=0}^{l_m} (-1)^{r_1-r_2-\cdots-r_m} \mathbb{P}(a_1 + r_1(b_1-a_1), a_2 + r_2(b_2-a_2), \ldots, a_m + r_m(b_m-a_m)) \geq 0.
\]

(9)

If we evaluate the probability \( \mathbb{P}(a_1 < \xi_1 \leq b_1, a_2 < \xi_2 \leq b_2, \ldots, a_m < \xi_m \leq b_m) \) by using the method of inclusion and exclusion, then we obtain the left-hand side of (9).

Conversely, if a real function \( F(x_1, x_2, \ldots, x_m) \) is defined for \( x_i \in (-\infty, \infty) \) \( (i = 1, 2, \ldots, m) \) and if it satisfies the above conditions (i), (ii), (iii), (iv), then \( F(x_1, x_2, \ldots, x_m) \) can be considered as the joint distribution function of \( m \) real random variables. We shall prove that \( F(x_1, x_2, \ldots, x_m) \) induces a probability space \( (\Omega_B, \mathbb{P}) \) and we shall define \( m \) real random variables \( \xi_1 = \xi_1(w), \xi_2 = \xi_2(w), \ldots, \xi_m = \xi_m(w) \) such that

\[
P(\xi_1 \leq x_1, \xi_2 \leq x_2, \ldots, \xi_m \leq x_m) = F(x_1, x_2, \ldots, x_m)
\]

(10) for all \( x_i \in (-\infty, \infty) \) \( (i = 1, 2, \ldots, m) \).

**Theorem 2.** Let \( F(x_1, x_2, \ldots, x_m) \) be an m-dimensional distribution function, that is, a real function satisfying the conditions (i), (ii), (iii), (iv). Then there exists a probability space \( (\Omega_B, \mathbb{P}) \) and \( m \) real random variables \( \xi_1, \xi_2, \ldots, \xi_m \) such that (10) holds.

**Proof.** Let \( \Omega = \mathbb{R}_m = \{(w_1, w_2, \ldots, w_m): -\infty < w_i < \infty \ for \ i = 1, 2, \ldots, m\} \) be an m-dimensional Euclidean space. Let \( B \) be the class of Borel sets in \( \mathbb{R}_m \), that is, \( B \) is the smallest \( \sigma \)-algebra which contains all those
m-dimensional intervals in $\mathbb{R}_m$, whose sides are parallel to the coordinate axis. Let us define $P(A)$ for $A \in \mathcal{B}$ in the following way: If $I = \{ (\omega_1, \omega_2, \ldots, \omega_m): a_i < \omega_i \leq b_i \text{ for } i = 1, 2, \ldots, m \}$, then let $\widetilde{P}(I)$ be the left-hand side of (9). Let us define in a similar way $\widetilde{P}(I)$ for any m-dimensional interval whose sides are parallel to the coordinate axis.

Denote by $\mathcal{A}$ the class of elementary sets in $\mathbb{R}_m$, that is, $\mathcal{A}$ is the class of all those sets in $\mathbb{R}_m$ which can be represented as the union of a finite number of intervals in $\mathbb{R}_m$. Let us extend the definition of $P$ from intervals to elementary sets in exactly the same way as in the case of one dimension. Then $P(A) \geq 0$, $\widetilde{P}(\mathbb{R}_m) = 1$ and $P(A)$ is finitely additive on $\mathcal{A}$. We can easily see that $\mathcal{A}$ is an algebra. By using the Heine-Borel theorem or the Bolzano-Weierstrass theorem for the m-dimensional Euclidean space, in exactly the same way as in the one-dimensional case, we can prove that $\widetilde{P}(A)$ is $\sigma$-additive on $\mathcal{A}$. Then by Carathéodory's extension theorem (Theorem 1.2 in the Appendix) we can extend the definition of $\widetilde{P}(A)$ to $\mathcal{B}$, the minimal $\sigma$-algebra over $\mathcal{A}$, in such a way that $\widetilde{P}(A)$ remains nonnegative, normed and $\sigma$-additive on $\mathcal{B}$ and the extension is unique.

Thus we demonstrated that every m-dimensional distribution function $F(x_1, x_2, \ldots, x_m)$ induces a probability space $(\Omega, \mathcal{B}, P)$ and if $A = \{ (x_1, x_2, \ldots, x_m): x_1 < x_i \text{ for } i = 1, 2, \ldots, m \}$, then

(11) \[ P(A) = \widetilde{P}(A) = F(x_1, x_2, \ldots, x_m) \]

for all $x_i \in (-\infty, \omega)$ (1 = 1, 2, ..., m). See also R. Sikorski and B. Znojilewicz [28].
If we define \( \xi_i = \xi_i(w) = w_i \) for \( w = (w_1, w_2, \ldots, w_m) \in \Omega \) and \( i = 1, 2, \ldots, m \), then \( \xi_1, \xi_2, \ldots, \xi_m \) are real random variables and

\[
P(\xi_1 \leq x_1, \xi_2 \leq x_2, \ldots, \xi_m \leq x_m) = P(A_{x_1, x_2, \ldots, x_m}) = F(x_1, x_2, \ldots, x_m)
\]

for all \( x_i \in (-\infty, \infty) \) (\( i = 1, 2, \ldots, m \)). This completes the proof of the theorem.

In generalizing the above results we can consider random variables belonging to a metric space \( X \).

A space \( X \) is called a metric space if for any two points (elements) \( x \) and \( y \) of \( X \) there is defined a single-valued real function \( d(x, y) \), the distance from \( x \) to \( y \), satisfying the conditions: \( d(x, y) \geq 0 \); \( d(x, y) = 0 \) if and only if \( x = y \); \( d(x, y) = d(y, x) \); and \( d(x, z) \leq d(x, y) + d(y, z) \) for any \( z \in X \).

By using the metric \( d(x, y) \) we can introduce topological notions in the space \( X \) similarly to Euclidean spaces.

A sequence \( \{x_n\} \) in the metric space \( X \) is called a Cauchy sequence if and only if for each \( \varepsilon > 0 \) there is an \( r \) such that \( d(x_m, x_n) < \varepsilon \) whenever \( m \geq r \) and \( n \geq r \).

The space \( X \) is called complete if for each Cauchy sequence \( \{x_n\} \) in \( X \) there is a point \( x \in X \) such that \( d(x, x_n) \to 0 \) as \( n \to \infty \).

The space \( X \) is called separable if it contains a sequence \( \{x_n\} \) which is dense everywhere, that is, if for every \( x \in X \) there is a subsequence
such that \( d(x, x_n) \to 0 \) as \( k \to \infty \).

If \( x \in X \) and \( r \) is a positive real number, then the set \( S(x; r) = \{ y : d(x, y) < r, y \in X \} \) is called an open sphere in \( X \) with center \( x \) and radius \( r \). The set \( S^*(x; r) = \{ y : d(x, y) \leq r, y \in X \} \) is called a closed sphere in \( X \) with center \( x \) and radius \( r \).

A set \( A \) in \( X \) called an open set if each \( x \in A \) is an interior point of \( A \), that is if for each \( x \in A \) there is an \( r > 0 \) such that \( S(x; r) \subseteq A \).

A set \( A^* \) in \( X \) called a closed set if each limit point of \( A^* \) belongs to \( A^* \). A point \( x \in X \) is a limit point of \( A^* \) if there is a sequence of points \( x_n \in A^* \) \( (n = 1, 2, \ldots) \) for which \( x_n \neq x \) and \( d(x, x_n) \to 0 \) as \( n \to \infty \). (If \( x \in A^* \) and if \( x \) is not a limit point of \( A^* \), then \( x \) is called an isolated point of \( A^* \).)

Denote by \( \mathcal{F} \) the smallest \( \sigma \)-algebra which contains all the open sets (closed sets) in \( X \). The elements of \( \mathcal{F} \) are called Borel sets in \( X \).

If \( X \) is separable, then \( \mathcal{F} \) can also be characterized as the smallest \( \sigma \)-algebra which contains all the open spheres (closed spheres) in \( X \).

Let \( (\Omega, \mathcal{B}, \mathbb{P}) \) be a probability space. By a random variable \( \xi \) taking on values in a metric space \( X \) we understand a function \( \xi = \xi(\omega) \) which is defined for \( \omega \in \Omega \), which takes on values in \( X \), and which is measurable with respect to \( \mathcal{B} \), that is, for each open set (closed set) \( A \) in \( X \) the set \( \{ \omega : \xi(\omega) \in A \} \) belongs to \( \mathcal{B} \). If the metric space \( X \) is separable, then in order that \( \xi = \xi(\omega) \) be a random variable it is sufficient to require that for each open sphere (closed sphere) \( S \) in \( X \) the set \( \{ \omega : \xi(\omega) \in S \} \) belong to \( \mathcal{B} \). For this requirement implies that
The {w : \xi(w) \in A} \in B for every open set (closed set) A in X.

If \xi = \xi(w) is a random variable taking on values in a metric space X, then \{w : \xi(w) \in A\} \in B for every Borel set A in X. Thus \mu(A) = P(\xi \in A) is uniquely determined for each A \in F. The set function \mu(A) is a probability measure on F, the \sigma-algebra of Borel sets in X.

The converse of this last statement is also true.

Theorem 3. Let X be a complete and separable metric space with distance function d(x, y). Let F be the \sigma-algebra of Borel subsets of X and let \mu be a probability measure on F. Let \Omega = (0, 1), B the \sigma-algebra of Borel subsets of \Omega, and \mu the Lebesgue measure. Then there exists a random variable \xi(w) taking values in X and defined on (\Omega, B, \mu) such that

(13) \quad P(\xi(w) \in S) = \mu(S)

for S \in F.

Proof. We observe that if X = S_1 + S_2 + ... where S_1, S_2, ... are disjoint sets belonging to F and if we define

(14) \quad \xi^{(1)}(\omega) = x_i \quad \text{for} \quad \mu(S_1) + ... + \mu(S_{i-1}) < \omega \leq \mu(S_1) + ... + \mu(S_i)

(1 = 1, 2, ...) where x_i is an innerpoint of S_i, then
whenever $S$ belongs to the $\sigma$-algebra generated by $\{S_i\}$.

Now for each $i = 1, 2, \ldots$ let $S_i = S_{i1} + S_{i2} + \ldots$ where $S_{i1}, S_{i2}, \ldots$ are disjoint sets belonging to $F$ and define

$$\xi^{(2)}(\omega) = x_{ij} \text{ for } \mu(S_1) + \ldots + \mu(S_{i-1}) + \mu(S_{i,1}) + \ldots + \mu(S_{i,j-1}) < \omega$$

$$< \omega \leq \mu(S_1) + \ldots + \mu(S_{i-1}) + \mu(S_{i,1}) + \ldots + \mu(S_{i,j})$$

where $x_{ij}$ is an inner point of $S_{ij}$. We have

$$P(\xi^{(2)}(\omega) \in S) = \mu(S)$$

whenever $S$ belongs to the $\sigma$-algebra generated by $\{S_{ij}\}$.

By repeating the above procedure countably infinitely many times we can define a sequence of functions $\xi^{(1)}(\omega), \xi^{(2)}(\omega), \ldots$ on the interval $(0, 1)$. Denote by $d_1, d_2, \ldots$ the suprema of the diameters of the sets $\{S_i\}, \{S_{ij}\}, \ldots$ respectively. Obviously,

$$d(\xi^{(r)}(\omega), \xi^{(r+m)}(\omega)) < d_r$$

for $1, 2, \ldots$ If we choose the partitions $\{S_i\}, \{S_{ij}\}, \ldots$ in such a way that $\lim_{r \to \infty} d_r = 0$, then

$$\lim_{r \to \infty} \xi^{(r)}(\omega) = \xi(\omega)$$
exists for \( \omega \in \Omega \) since \( X \) is a complete metric space. It is easy to see that \( \xi(\omega) \) is a random variable and

\[
P(\{ \xi(\omega) \in S \}) = \mu(S)
\]

for \( S \in \mathbb{F} \).

3. Weak Convergence of Probability Measures. Let \( F_1(x), F_2(x), \ldots, F_n(x), \ldots \) and \( F(x) \) be one-dimensional distribution functions. We say that the sequence of distribution functions \( \{F_n(x)\} \) converges weakly to the distribution function \( F(x) \) if

\[
\lim_{n \to \infty} F_n(x) = F(x)
\]

in every continuity point of \( F(x) \). In this case we write that \( F_n(x) \to F(x) \) as \( n \to \infty \).

Let \( \mu_n(A) \) be the probability measure induced by \( F_n(x) \) and let \( \mu(A) \) be the probability measure induced by \( F(x) \). The set functions \( \mu_n(A) \) \((n = 1, 2, \ldots)\) and \( \mu(A) \) are uniquely determined by \( F_n(x) \) \((n = 1, 2, \ldots)\) and \( F(x) \) for each linear Borel set \( A \).

For any set \( A \) let us denote by \( A^{(c)} \) the closure of \( A \), that is, \( A^{(c)} \) is the set of limit points and isolated points of \( A \), and let us denote by \( A^{(1)} \) the interior of \( A \), that is, \( A^{(1)} \) is the set of interior points of \( A \). Obviously \( A^{(1)} \subseteq A \subseteq A^{(c)} \).

If \( \mu(A^{(c)}) = \mu(A^{(1)}) \) for a linear Borel set \( A \), then we say that \( A \) is a continuity set of the measure \( \mu \).

We can easily see that \( F_n(x) \to F(x) \) if and only if
for every continuity Borel set of \( \mu \) or equivalently for every continuity interval of \( \mu \). In this case we write \( \mu_n \Rightarrow \mu \) and say that the measures \( \mu_n \) converge weakly to the measure \( \mu \).

We note that in general (1) does not imply that (2) holds for any Borel set \( A \). For example, let us assume that

\[
\lim_{n \to \infty} \mu_n(A) = \mu(A)
\]

for every continuity Borel set of \( \mu \) or equivalently for every continuity interval of \( \mu \). In this case we write \( \mu_n \Rightarrow \mu \) and say that the measures \( \mu_n \) converge weakly to the measure \( \mu \).

We note that in general (1) does not imply that (2) holds for any Borel set \( A \). For example, let us assume that

\[
F_n(x) = \begin{cases} 
0 & \text{for } x \leq 0, \\
\lfloor nx \rfloor / n & \text{for } 0 \leq x \leq 1, \\
1 & \text{for } x > 1,
\end{cases}
\]

and

\[
F(x) = \begin{cases} 
0 & \text{for } x \leq 0, \\
x & \text{for } 0 \leq x \leq 1, \\
1 & \text{for } x > 1,
\end{cases}
\]

then

\[
\lim_{n \to \infty} F_n(x) = F(x)
\]

for every \( x \), that is, \( F_n(x) \Rightarrow F(x) \) as \( n \to \infty \); however, if \( A \) denotes the set of irrational numbers in the interval \((0, 1)\), then \( \mu_n(A) = 0 \) for all \( n = 1, 2, \ldots \) whereas \( \mu(A) = 1 \).

By Theorem 41.8 we can easily conclude that \( \mu_n \Rightarrow \mu \) if and only if

\[
\lim_{n \to \infty} \int_{-\infty}^{\infty} h(x) d\mu_n = \int_{-\infty}^{\infty} h(x) d\mu
\]

holds for every continuous and bounded real function \( h(x) \) on the interval \((-\infty, \infty)\).

We can extend the notion of weak convergence of probability measures.
Let $X$ be a metric space and denote by $F$ the class of Borel sets in $X$. Let $\mu_n(A)$ ($n = 1, 2, \ldots$) and $\mu(A)$ be probability measures defined for $A \in F$.

We say that $\mu_n$ converges weakly to $\mu$, that is, $\mu_n \Rightarrow \mu$ as $n \to \infty$, if and only if

$$\lim_{n \to \infty} \int_X h(x) d\mu_n = \int_X h(x) d\mu$$

for every continuous and bounded real function $h(x)$ on $X$. The function $h(x)$ is continuous on $X$ if for every $x \in X$ and for every $\varepsilon > 0$ there is a $\delta > 0$ such that $|h(x) - h(y)| < \varepsilon$ whenever $y \in X$ and $d(x, y) < \delta$.

Here $d(x, y)$ denotes the metric in $X$.

For any set $A \in F$ denote by $A^{(c)}$ the closure of $A$ and by $A^{(i)}$ the interior of $A$. If $\mu(A^{(c)}) = \mu(A^{(i)})$ for a set $A \in F$, then we say that $A$ is a continuity set of the measure $\mu$.

**Theorem 1.** Let $X$ be a metric space. Let $F$ be the $\sigma$-algebra of Borel subsets of $X$. Let $\mu_n(A)$ ($n = 1, 2, \ldots$) and $\mu(A)$ be probability measures defined for $A \in F$. The measure $\mu_n$ converges weakly to the measure $\mu$ if and only if

$$\lim_{n \to \infty} \mu_n(A) = \mu(A)$$
for every continuity set $A$ of the measure $\mu$.

**Proof.** If $\mu_n \Rightarrow \mu$, then for every $A \in F$ and for every $\varepsilon > 0$ we can find a continuous nonnegative function $h(x)$ such that $h(x) = 1$ for $x \in A^{(c)}$ and

$$\mu(A^{(c)}) \geq \int_X h(x)d\mu - \varepsilon.$$  \hspace{2cm} (9)

Hence we have

$$\mu(A^{(c)}) \geq \int_X h(x)d\mu - \varepsilon = \lim_{n \to \infty} \int_X h(x)d\mu_n - \varepsilon \geq \lim_{n \to \infty} \sup_{A_n} \mu_n(A) - \varepsilon$$  \hspace{2cm} (10)

for any $\varepsilon > 0$. This implies that

$$\limsup_{n \to \infty} \mu_n(A) \leq \mu(A^{(c)})$$  \hspace{2cm} (11)

for any $A \in F$. By (11) we can conclude that

$$\mu(A^{(c)}) \leq \liminf_{n \to \infty} \mu_n(A) \leq \limsup_{n \to \infty} \mu_n(A) \leq \mu(A^{(c)})$$  \hspace{2cm} (12)

holds for every $A \in F$. If we replace $A$ by $X - A$ in (11), then we obtain the first half of (12). The second half is precisely (11). If $A$ is a continuity set of $\mu$, then (12) implies (8).

Now let us prove the converse statement, that is, that (8) implies

$$\lim_{n \to \infty} \int_X h(x)d\mu_n = \int_X h(x)d\mu$$  \hspace{2cm} (13)

for any continuous and bounded real function $h(x)$ on $X$. Since the set of points $\{c\}$ for which $\mu(x : h(x) = c) > 0$ is at most countable,
it follows that for any $\epsilon > 0$ we can find a finite number of points $c_0, c_1, \ldots, c_m$ such that $0 < c_{i+1} - c_i < \epsilon$ for $i = 1, 2, \ldots, m$, $c_0 < h(x) < c_m$ for every $x$, and each set $C_i = \{ x : c_{i-1} < h(x) \leq c_i \}$ is a continuity set of $\mu$. Then

$$\limsup_{n \to \infty} \left| \int_X h(x) \, d\mu_n - \int_X h(x) \, d\mu \right| \leq \epsilon \sum_{i=1}^m \mu(C_i) \leq \epsilon.$$  

Since $\epsilon > 0$ is arbitrary this proves (13).

A sequence of measures $\{\mu_n\}$ is called weakly compact if every subsequence of $\{\mu_n\}$ contains a subsequence which is weakly convergent.

The following theorem was found in 1956 by Yu. V. Prokhorov [25]. See also I. I. Gikhman and A. V. Skorokhod [20 pp. 441-446], and P. Billingsley [3 pp. 35-40], [4].

Theorem 2. Let $X$ be a metric space. Let $F$ be the $\sigma$-algebra of Borel subsets of $X$. Let $\{\mu_n\}$ be a sequence of probability measures on $F$. If for every $\epsilon > 0$ there exists a compact set $K$ in $X$ such that

$$\sup_{1 \leq n < \infty} \mu_n(X-K) < \epsilon,$$

then $\{\mu_n\}$ is weakly compact.

Proof. We recall that a set $K$ in the metric space $X$ is compact if every open covering of $K$ contains a finite subclass which is also a covering of $K$, or equivalently, if every sequence of elements in $K$...
contains a subsequence which converges to some \( x \in K \).

First, we shall prove the theorem in the case where \( X \) is a compact space. If \( X \) is a compact space, then it is complete and separable. Let \( x_1, x_2, \ldots, x_k, \ldots \) be a countable everywhere dense set in \( X \). Denote by \( R \) the set of positive rational numbers. Let \( A \) be the class of sets which can be represented as finite unions of (disjoint) open spheres \( S(x_i, r) \) with center \( x_i \) \((i = 1, 2, \ldots)\) and radius \( r \in R \). The class \( A \) is countable and \( F \) is the smallest \( \sigma \)-algebra which contains \( A \).

By using the diagonal method we can easily prove that every infinite subsequence of \( \{\mu_n\} \) contains a subsequence \( \{\mu_{n_k}\} \) such that the limit
\[
\lim_{k \to \infty} \mu_{n_k}(A) = \overline{\mu}(A)
\]
exists for all \( A \in A \).

We can easily see that if \( A \in A \) and \( B \in A \), then \( A+B \in A \) and \( \overline{\mu}(A+B) \leq \overline{\mu}(A) + \overline{\mu}(B) \). If \( AB = \emptyset \), then \( \overline{\mu}(A+B) = \overline{\mu}(A) + \overline{\mu}(B) \), and if \( A \subseteq B \), then \( \overline{\mu}(A) \leq \overline{\mu}(B) \). Furthermore, \( X \in A \) and \( \overline{\mu}(X) = 1 \).

Denote by \( A^* \) the set of closed subsets of \( X \) and define
\[
\mu(A) = \inf\{ \sum_{m=1}^{\infty} \overline{\mu}(A_m) : A \subseteq \sum_{m=1}^{\infty} A_m \text{ and } A_m \in A \}
\]
for \( A \in A^* \). The class \( A^* \) is obviously an algebra.

The set function \( \mu(A) \) defined on \( A^* \) satisfies the following
properties: (a) \( \mu(A) \geq 0 \). (b) If \( A \subseteq B \), then \( \mu(A) \leq \mu(B) \). (c) If \( A \subseteq \sum_{n=1}^{\infty} A_n \), then \( \mu(A) \leq \sum_{n=1}^{\infty} \mu(A_n) \). These properties immediately follow from the definition (17). For details see the proof of Theorem 1.2 in the Appendix.

Now we shall prove that if \( A \in A^* \) and \( B \in A^* \) and \( AB = \emptyset \), then

\[
(18) \quad \mu(A+B) = \mu(A) + \mu(B).
\]

By property (c), it is sufficient to prove that

\[
(19) \quad \mu(A+B) \geq \mu(A) + \mu(B).
\]

If we suppose that \( A \subseteq \sum_{m=1}^{\infty} A_m \) and \( B \subseteq \sum_{m=1}^{\infty} B_m \) where \( A_m \in A \), \( B_m \in A \) and \( A_mB_m = \emptyset \) for \( m = 1,2,\ldots \), then by (16) we have

\[
(20) \quad \overline{\mu}(A_m + B_m) = \overline{\mu}(A_m) + \overline{\mu}(B_m)
\]

and thus

\[
(21) \quad \inf_{m=1}^{\infty} \{ \sum_{m=1}^{\infty} \overline{\mu}(A_m + B_m) \} \geq \inf_{m=1}^{\infty} \{ \sum_{m=1}^{\infty} \overline{\mu}(A_m) \} + \inf_{m=1}^{\infty} \{ \sum_{m=1}^{\infty} \overline{\mu}(B_m) \}.
\]

It is not difficult to see that in defining \( \mu(A+B) \) by (17) we can restrict ourself to such sums which occur on the left-hand side of (21). By (21) we get (19).

More generally we can prove that if \( A_k \in A^* \) for \( k = 1,2,\ldots, n \) and \( A_jA_k = \emptyset \) for \( j \neq k \), then
For \( n = 2 \), (22) is true by (18), and by mathematical induction it follows that (22) is true for every \( n = 2, 3, \ldots \).

By the above properties it follows that \( \mu(A) \) is a nonnegative and \( \sigma \)-additive set function on \( A^* \). To prove this let us suppose that

\[
A = \sum_{j=1}^{\infty} A_j
\]

where \( A \in A^* \), \( A_j \in A^* \) for \( j = 1, 2, \ldots \) and \( A_j A_k = \emptyset \) for \( j \neq k \). Then by (c) we have

\[
\mu(A) \leq \sum_{j=1}^{\infty} \mu(A_j).
\]

Since \( \sum_{j=1}^{n} A_j \subseteq A \), by (b) and by (22) we have

\[
\sum_{j=1}^{n} \mu(A_j) = \mu(\sum_{j=1}^{n} A_j) \leq \mu(A)
\]

for \( n = 1, 2, \ldots \). If we let \( n \to \infty \) in (25), we get

\[
\sum_{j=1}^{\infty} \mu(A_j) \leq \mu(A).
\]

A comparison of (24) and (26) shows that

\[
\mu(A) = \sum_{j=1}^{\infty} \mu(A_j)
\]

which was to be proved.

We observe that if \( A \in A^* \), then

\[
\mu(A) \geq \limsup_{k \to \infty} \mu_k(A).
\]
To prove this let us suppose that \( A \subset \bigcup_{n=1}^{\infty} A_m \) where \( A_m \in \mathcal{A} \). Since \( A \) is a compact set and \( A_m \) \((m = 1, 2, \ldots)\) are open sets, there is a finite \( n \) such that \( A \subset \bigcup_{m=1}^{n} A_m \) also holds. Thus it follows that

\[
\sum_{m=1}^{\infty} \mu(A_m) \geq \sum_{m=1}^{n} \mu(A_m) = \lim_{k \to \infty} \sum_{m=1}^{n} \tau_k(A_m) =
\]

\[
\geq \lim_{k \to \infty} \mu_{\tau_k}(\bigcup_{m=1}^{n} A_m) \geq \limsup_{k \to \infty} \mu_{\tau_k}(A)
\]

always holds. Hence by (17) we obtain (28).

If, in particular, \( A = X \) in (28), then we obtain that \( \mu(X) \geq 1 \).

On the other hand, it follows from (17) that \( \mu(A) \leq 1 \) for any \( A \in \mathcal{A}^* \).

This implies that \( \mu(X) = 1 \).

Accordingly, we proved that \( \mu(A) \) is a probability measure on the algebra \( \mathcal{A}^* \). By Theorem 1.2 in the Appendix we can uniquely extend the definition of \( \mu(A) \) to the \( \sigma \)-algebra \( \mathcal{F} \) in such a way that \( \mu(A) \) remains a probability measure.

By (28), for any set \( A \in \mathcal{F} \) we have

\[
\mu(A^c) \geq \limsup_{k \to \infty} \mu_{\tau_k}(A^c) \geq \limsup_{k \to \infty} \mu_{\tau_k}(A) \quad (30)
\]

If we apply (30) to the set \( X = A^{(1)} \), then we obtain that

\[
\mu(A^{(1)}) \leq \liminf_{k \to \infty} \mu_{\tau_k}(A^{(1)}) \leq \liminf_{k \to \infty} \mu_{\tau_k}(A) \quad (31)
\]
By (30) and (31) it follows that if \( A \subseteq F \) is a continuity set of the probability measure \( \mu \), that is, \( \mu(A) = \mu(A^{(0)}) = \mu(A^{(1)}) \), then

\[
\lim_{k \to \infty} \mu(A) = \mu(A).
\]

This proves that if \( X \) is a compact metric space, \( F \) is the \( \sigma \)-algebra of Borel subsets of \( X \), and \( \{\mu_n\} \) is a sequence of probability measures defined on \( F \), then \( \{\mu_n\} \) is weakly compact. By a slight change of the above proof we can see that the last statement remains valid unchanged if instead of \( \mu_n(X) = 1 \) we assume only \( \sup_{1 \leq n < \infty} \mu_n(X) < \infty \) for the sequence of measures \( \{\mu_n\} \).

By using the above result we can easily prove Theorem 2 in the general case. Accordingly, let us assume that \( X \) is an arbitrary metric space and that (15) is satisfied. In the following proof we may assume that \( \mu \) is not necessarily a probability measure, but an arbitrary measure for which

\[
\sup_{1 \leq n < \infty} \mu_n(X) < \infty.
\]

Let us choose a sequence of compact sets \( K_1, K_2, \ldots, K_r, \ldots \) in \( X \) in such a way that \( K_1 \subseteq K_2 \subseteq \ldots \subseteq K_r \subseteq \ldots \) and

\[
\sup_{1 \leq n < \infty} \mu_n(X - K_r) < \frac{1}{r}
\]

for \( r = 1, 2, \ldots \). By the previous results we can conclude that the sequence of measures \( \mu_n(AK_r) \) \( (n = 1, 2, \ldots) \) defined for \( A \subseteq F \) is weakly compact, that is, there is a measure \( \mu^{(r)}(A) \) and a sequence of positive integers \( n_k^{(r)} \) \((k = 1, 2, \ldots)\) such that
(35) \[ \lim_{k \to \infty} \mu_k(r)(\mathcal{A}_K) = \mu(r)(A) \]
for every continuity set of \( \mu(r) \). Let us choose the sequences \( \{n_k^{(r)}\} \)
in such a way that \( \{n_k^{(r+1)}\} \) is a subsequence of \( \{n_k^{(r)}\} \) for each \( r = 1, 2, \ldots \). In this case, if \( s \geq r \), then the measures \( \mu(s) \) and \( \mu(r) \) coincide on \( K_r \), that is,

(36) \[ \mu(s)(\mathcal{A}_K) = \mu(r)(\mathcal{A}_K) \]
for \( A \in \mathcal{F} \). Since

(37) \[ |\mu(s)(A) - \mu(r)(A)| \leq |\mu(s)(\mathcal{A}_K) - \mu(r)(\mathcal{A}_K)| + \mu(s)(X-K_r) + \mu(r)(X-K_r) \]
it follows that

(38) \[ |\mu(s)(A) - \mu(r)(A)| < \frac{2}{r} \]
for \( A \in \mathcal{F} \) and \( s \geq r \). Thus the limit

(39) \[ \lim_{s \to \infty} \mu(s)(A) = \mu(A) \]
exists for \( A \in \mathcal{F} \) and \( \mu(A) \) is a measure on \( \mathcal{F} \). By (38) we have

(40) \[ |\mu(A) - \mu(r)(A)| < \frac{2}{r} \]
for \( A \in \mathcal{F} \) and \( r = 1, 2, \ldots \). Furthermore, by (36) we get that

(41) \[ \mu(\mathcal{A}_K) = \mu(r)(\mathcal{A}_K) \]
for \( A \in \mathcal{F} \) and \( r = 1, 2, \ldots \).
Now we shall prove that if $A \in \mathcal{F}$ and if $A$ is a continuity set of $\mu(A)$, then

\[(42) \quad \lim_{k \to \infty} \mu_{(k)}(A) = \mu(A) .\]

If $A$ is a continuity set of $\mu(A)$, then

\[(43) \quad \lim_{k \to \infty} \mu_{(s)}(AK_r) = \mu_{(r)}(AK_r) = \mu(AK_r)\]

for $s \geq r$. Hence by the diagonal method we obtain that

\[(44) \quad \lim_{k \to \infty} \mu_{(k)}(AK_r) = \mu(AK_r)\]

for $r = 1, 2, \ldots$. Since

\[(45) \quad |\mu_n(AK_r) - \mu_n(A)| \leq \mu_n(X-K_r) < \frac{1}{r}\]

for all $n = 1, 2, \ldots$ and $r = 1, 2, \ldots$ and since

\[(46) \quad |\mu(AK_r) - \mu(A)| \leq \mu(X-K_r) < \frac{1}{r}\]

for $r = 1, 2, \ldots$, it follows from (44) that

\[(47) \quad \lim_{k \to \infty} \sup_{n_k} |\mu_{(k)}(A) - \mu(A)| \leq \frac{2}{r}\]

for $r = 1, 2, \ldots$. If $r \to \infty$, then we obtain (39). Accordingly, the sequence of measures $\{\mu_n\}$ is weakly compact. This completes the proof of the theorem.

In conclusion we mention a related theorem which has several useful
applications in weak convergence of probability measures.

**Theorem 3.** Let $X$ be a separable metric space with distance function $d(x, y)$. Let $F$ be the $\sigma$-algebra of Borel subsets of $X$. Let $\mu_1, \mu_2, \ldots, \mu_n, \ldots$ and $\mu$ be probability measures on $F$. If $\mu_n \rightarrow \mu$ as $n \rightarrow \infty$, then there exists a probability space $(\Omega, B, P)$ and random variables $\xi_1, \xi_2, \ldots, \xi_n, \ldots$ and $\xi$ taking values in the space $X$ such that

\begin{equation}
P\{\xi_n \in A\} = \mu_n(A) \quad \text{and} \quad P\{\xi \in A\} = \mu(A)
\end{equation}

for $A \in F$, and

\begin{equation}
P\{\lim_{n \rightarrow \infty} d(\xi_n, \xi) = 0\} = 1.
\end{equation}

This theorem was proved in 1956 by A. V. Skorokhod [29 p. 281] in the case when $X$ is a complete and separable metric space. R. M. Dudley [9] demonstrated that this is valid for separable metric spaces $X$. See also R. Pyke [26]. We can easily prove Theorem 3 by using the construction in the proof of Theorem 2.3 in the Appendix.

4. **Product Probability Spaces.** In defining independent random trials we need the notion of product probability spaces. To introduce this notion let us consider a family of random trials $\mathcal{G}_t$ defined for $t \in T$ where $T$ is a parameter set. Let $(\Omega_t, B_t, P_t)$ be the probability space associated with the random trial $\mathcal{G}_t$.

Denote by $\mathcal{G}_T$ the compound random trial which consists of the performance of all the random trials $\mathcal{G}_t$ for $t \in T$. Let $(\Omega_T, B_T, P_T)$ be the probability space associated with the compound random trial $\mathcal{G}_T$. 
We can define the sample space $\Omega_T$ in the following way. Since every outcome of the compound random trial $\mathcal{E}_T$ can be represented by the sample element (point) $\omega_T = \{\omega_t, t \in T\}$ where $\omega_t \in \Omega_t$, we may assume that

(1) $\Omega_T = \{\omega_T: \omega_T = \{\omega_t, t \in T\}, \omega_t \in \Omega_t\}$.

We shall write

(2) $\Omega_T = \bigotimes_{t \in T} \Omega_t$

and call $\Omega_T$ the product sample space.

If $A_t \subset \Omega_T$ for the $t \in T$, then we define

(3) $A_T = \bigotimes_{t \in T} A_t$

as the set of sample elements $\omega_T = \{\omega_t, t \in T\}$ such that $\omega_t \in A_t$ for $t \in T$. The set $A_T$ will be called a product set in $\Omega_T$.

Let $T_n = (t_1, t_2, \ldots, t_n)$ be a finite subset of the parameter set $T$.

We say that $A_T$ is a product cylinder with sides $A_{t_1}, A_{t_2}, \ldots, A_{t_n}$ if

(4) $A_T = A_{t_1} \times A_{t_2} \times \ldots \times A_{t_n} \times \bigotimes_{n}^{T-T_n}$

where $A_{t_i} \subset \Omega_{t_i}$ for $i = 1, 2, \ldots, n$. If $A_{t_1} \in B_{t_1}$ for $i = 1, 2, \ldots, n$, then we say that $A_T$ is a measurable product cylinder.

Next, let us define $B_T$, the class of random events in the compound
random trial $G_T$. Let $C_T$ be the class of all measurable product cylinders in $\Omega_T$. Denote by $A_T$ the class of all finite unions of disjoint measurable product cylinders in $\Omega_T$. If $A_T \in A_T$ and $B_T \in A_T$, then $A_T \cap B_T \in A_T$ and $A_T \setminus B_T \in A_T$. Thus $A_T$ is an algebra of sets.

Let us suppose that $B_T$ is the minimal $\sigma$-algebra which contains all the sets in $A_T$. The $\sigma$-algebra $B_T$ is called the product $\sigma$-algebra and is denoted by

\[ B_T = \bigotimes_{t \in T} B_t. \]

**Definition.** Let $A_T \subset \Omega_T$ and $T_n = (t_1, t_2, \ldots, t_n)$ be a finite subset of $T$. We define

\[ A_T(\omega_T) = \{ \omega_T^{-1} : \omega_T \in A_T \} \]

as the section of $A_T$ at $\omega_T^{-1}$.

**Theorem.** If $A_T \in B_T$, then $A_T(\omega_T) \in B_T^{-1} T_n$.

**Proof.** If $A_T \in C_T$, then obviously $A_T(\omega_T) \in C_T^{-1} T_n$. This implies that if $A_T \in A_T$, then $A_T(\omega_T) \in A_T^{-1} T_n$ and consequently $A_T(\omega_T) \in B_T^{-1} T_n$.

Let

\[ S = \{ A_T : A_T \in B_T \text{ and } A_T(\omega_T) \in B_T^{-1} T_n \} \]

for some fixed $\omega_T \in \Omega_T$. Evidently $A_T \subset S \subset B_T$. Now we shall prove
that $S$ is a $\sigma$-algebra. Since $B_T$ is the minimal $\sigma$-algebra over $A_T$, it follows that $S = B_T$ which implies the theorem.

First, if $A_T \in S$, then $A_T(\omega_T) \in B_{T-T_n}$. Thus $A_T(\omega_T) \in B_{T-T_n}$ and this implies that $A_T \in S$.

Second, if $A_T = \sum_{k=1}^{\infty} A_T^{(k)}$ where $A_T^{(k)} \in S$, then $A_T^{(k)}(\omega_T) \in B_{T-T_n}$. Thus

$$A_T(\omega_T) = \sum_{k=1}^{\infty} A_T^{(k)}(\omega_T) \in B_{T-T_n}.$$  \hfill (8)

Consequently, $S$ is indeed a $\sigma$-algebra. This completes the proof of the theorem.

It remains to define the probability $\tilde{P}_T(A)$ for $A \in B_T$. We can define probabilities in various ways on $B_T$, but the so-called product probabilities have a special importance. Now we are going to define this notion.

Let $T_n = (t_1, t_2, \ldots, t_n)$ be a finite subset of $T$ and let

$$A_T = A_{t_1} \times A_{t_2} \times \cdots \times A_{t_n} \times C_{T-T_n}$$  \hfill (9)

be a measurable product cylinder. Define

$$\tilde{P}_T(A_T) = \tilde{P}_{t_1} \{A_{t_1}\} \tilde{P}_{t_2} \{A_{t_2}\} \cdots \tilde{P}_{t_n} \{A_{t_n}\}$$  \hfill (10)

for any $A_T \in C_T$. 

If \( A_T \in A_T \), then

\[
A_T = \sum_{k=1}^{m} A_T^{(k)}
\]

where \( A_T^{(k)} \) \((k = 1, 2, \ldots, m)\) are disjoint sets belonging to \( C_T \). Define

\[
P_T(A_T) = \sum_{k=1}^{m} P_T(A_T^{(k)})
\]

for \( A_T \in A_T \). We can easily see that \( P_T(A_T) \) is independent of the particular representation (11), it is uniquely determined by \( A_T \).

The set function \( P_T(A_T) \) is finitely additive on \( A_T \), \( P_T(A_T) \geq 0 \) and \( P_T(\Omega_T) = 1 \).

**Theorem 2.** The set function \( P_T(A_T) \) is \( \sigma \)-additive on the algebra \( A_T \).

**Proof.** We shall prove that \( P_T(A_T) \) is continuous at \( \emptyset \), that is, if \( A_T^{(k)} \in A_T \) for \( k = 1, 2, \ldots, A_T^{(1)} \supset A_T^{(2)} \supset \ldots \supset A_T^{(k)} \supset \ldots \), and

\[
\lim_{k \to \infty} A_T^{(k)} = \emptyset
\]

then \( \lim_{k \to \infty} P_T(A_T^{(k)}) = 0 \). Equivalently, we can prove that if \( \lim_{k \to \infty} P_T(A_T^{(k)}) > 0 \), then \( \prod_{k=1}^{\infty} A_T^{(k)} \) is not empty. Finite additivity and continuity imply \( \sigma \)-additivity on \( A_T \).

Accordingly, let us assume that \( A_T^{(k)} \in A_T \) for \( k = 1, 2, \ldots, A_T^{(1)} \supset A_T^{(2)} \supset \ldots \supset A_T^{(k)} \supset \ldots \) and

\[
P_T(A_T^{(k)}) \geq \varepsilon > 0
\]

for \( k = 1, 2, \ldots \). We shall prove that \( \prod_{k=1}^{\infty} A_T^{(k)} \) is not empty.
For each $k = 1, 2, \ldots$ we can write that

$$A_{T}^{(k)} = A_{T}^{*} \times \Omega_{T-T}^{*} \tag{14}$$

where $A_{T}^{*} \in A_{T}^{*}$ and $T_{*}^{*}$ is a finite subset of $T$. Let

$$T_{*}^{*} = \bigcup_{k=1}^{\infty} T_{*}^{k} \tag{15}$$

Then $T_{*}^{*}$ is a countable set, and we can write that

$$A_{T}^{(k)} = A_{T}^{(k)} \times \Omega_{T} \tag{16}$$

where $A_{T}^{*} \in A_{T}^{*}$. (If $T_{*}^{*} = T$, then $A_{T}^{(k)} = A_{T}^{(k)}$.)

Let $T_{*}^{*} = \{t_{1}, t_{2}, \ldots\}$. Thus it is sufficient to prove that if $A_{T}^{(k)} \in A_{T}^{*}$ for $k = 1, 2, \ldots$, $A_{T}^{(1)} \supset A_{T}^{(2)} \supset \ldots \supset A_{T}^{(k)} \supset \ldots$ and

$$P_{T_{*}}{A_{T}^{(k)}} \geq \varepsilon > 0 \tag{17}$$

for $k = 1, 2, \ldots$, then $\Pi_{k=1}^{\infty} A_{T}^{(k)}$ is not empty, that is, there exists an element (point)

$$\bar{\omega}_{T_{*}}^{*} = \{\bar{\omega}_{t_{1}}, \bar{\omega}_{t_{2}}, \ldots\} \in A_{T_{*}}^{(k)} \tag{18}$$

for all $k = 1, 2, \ldots$.

If $T_{*}^{*} = \{t_{1}\}$, then the statement is trivial because $P_{t_{1}}A_{t_{1}}^{*}$ is $\sigma$-additive on $A_{t_{1}}^{*}$. Thus let us suppose that $T_{*}^{*}$ contains more than one element.

Let
(19) \[ B_{T^*}^{(k)} = \{ \omega_{t_1} : \omega_{t_1} \in \omega_{t_1} \in A_{T^*}^{(k)}(\omega_{t_1}) > \frac{\varepsilon}{2} \}. \]

Since \( B_{T^*}^{(k)} \) is the finite union of sets belonging to \( A_{t_1} \), therefore \( B_{T^*}^{(k)} \in A_{t_1} \). We have

\[
0 < \varepsilon < P_{T^*}(A_{T^*}) = \int_{\Omega_{t_1}} P_{T^*}(A_{T^*}) dP_{\omega_{t_1}} \leq \varepsilon
\]

(20)

\[
\leq [1 - P_{t_1}(B_{T^*}^{(k)})] \frac{\varepsilon}{2} + P_{t_1}(B_{T^*}^{(k)}).
\]

Hence

(21) \[ P_{t_1}(B_{T^*}^{(k)}) > \frac{\varepsilon}{2} \]

for \( k = 1, 2, \ldots \).

Accordingly, \( B_{T^*}^{(k)} \in A_{t_1} \) for \( k = 1, 2, \ldots \), \( B_{T^*}^{(1)} \supseteq B_{T^*}^{(2)} \supseteq \cdots \supseteq B_{T^*}^{(k)} \supseteq \cdots \)

and since \( P_{t_1}(A) \) is \( \sigma \)-additive on \( A_{t_1} \), by (21) we have

(22) \[ \lim_{k \to \infty} P_{t_1}(B_{T^*}^{(k)}) = P_{t_1}(\bigcup_{k=1}^{\infty} B_{T^*}^{(k)}) \geq \frac{\varepsilon}{2} > 0. \]

Consequently, \( \bigcup_{k=1}^{\infty} B_{T^*}^{(k)} \) is not empty, that is, there is a point \( \omega_{t_1} \in B_{T^*}^{(k)} \subseteq \Omega_{t_1} \) for \( k = 1, 2, \ldots \) and

(23) \[ P_{T^*\backslash t_1}(A_{T^*}^{(k)}(\omega_{t_1})) \geq \frac{\varepsilon}{2} > 0 \]

for all \( k = 1, 2, \ldots \).

If \( T^* \) contains more than two elements, if we replace \( A_{T^*}^{(k)} \) by
and if we take into consideration that $P_{t_2}(A)$ is $\sigma$-additive on $A_{t_2}$, then by repeating the previous argument we obtain that there exists a point $\omega_{t_2} \in \Omega_{t_2}$ such that

\[
P_{T^*}(t_1, t_2, \ldots, t_n, \omega_{t_1}, \omega_{t_2}) \geq \frac{\varepsilon}{4} > 0.
\]

By continuing this procedure we obtain that as long as $(t_1, t_2, \ldots, t_n)$ is a proper finite subset of $T^*$, there exist points $\omega_{t_1} \in \Omega_{t_1}, \ldots, \omega_{t_n} \in \Omega_{t_n}$ such that

\[
P_{T^*}(t_1, \ldots, t_n, \omega_{t_1}, \ldots, \omega_{t_n}) \geq \frac{\varepsilon}{2^n} > 0.
\]

If $T^* = \{t_1, t_2, \ldots, t_p\}$ where $p > 2$, then (25) holds for $n = p - 1$. The sets $A_{T^*}(\omega_{t_1}, \ldots, \omega_{t_p}) \in \mathcal{A}_{t_p}$ form a decreasing sequence of sets.

Since $P_{t_p}(A)$ is $\sigma$-additive on $A_{t_p}$, we have

\[
\lim_{k \to \infty} P_{t_p}(A_{T^*}(\omega_{t_1}, \ldots, \omega_{t_p})) = P_{t_p}(\bigcap_{k=1}^{\infty} A_{T^*}(\omega_{t_1}, \ldots, \omega_{t_p})) \geq \frac{\varepsilon}{2^{p-1}} > 0.
\]

Consequently, there is an $\omega_{t_p} \in \Omega_{t_p}$ such that $\omega_{t_p} \in A_{T^*}(\omega_{t_1}, \ldots, \omega_{t_p})$, that is, $(\omega_{t_1}, \ldots, \omega_{t_p}) \in A_{T^*}(k)$ for all $k = 1, 2, \ldots$. This completes the proof of the theorem in the case when $T^*$ is a finite set.

If $T^* = \{t_1, t_2, \ldots\}$ is an infinite sequence, then (25) holds for $n = 1, 2, \ldots$, and
for all \( k = 1,2, \ldots \). To prove this, for each \( k = 1,2, \ldots \), let us write

\[
A_{T_k}^{(k)} = A^{(k)}_{\{t_1, t_2, \ldots, t_n\}} \times \Omega_{t_{n+1}} \times \Omega_{t_{n+2}} \times \ldots
\]

where \( n \) is some positive integer. By (25) \( A_{T_k}^{(k)}(\overline{w}_{t_1}, \ldots, \overline{w}_{t_n}) \) is not empty, and by (28) it is necessarily equal to \( \Omega_{t_{n+1}} \times \Omega_{t_{n+2}} \times \ldots \). Thus we have

\[
(\overline{w}_{t_{n+1}}, \overline{w}_{t_{n+2}}, \ldots) \in A_{T_k}^{(k)}(\overline{w}_{t_1}, \ldots, \overline{w}_{t_n})
\]

which implies (27). Accordingly (27) holds for all \( k = 1,2, \ldots \). This completes the proof of the theorem.

By Theorem 1.2 in the Appendix we can extend the definition of \( P_T(A_T) \) to the \( \sigma \)-algebra \( B_T \). The extension is unique and \( P_T(A_T) \) is a probability measure on \( B_T \). We shall call \( P_T(A_T) \) the product probability measure and \( (\Omega_T, B_T, P_T) \) the product probability space.

The product probability \( P_T(A_T) \) has the property that for any finite set \( T_n = (t_1, t_2, \ldots, t_n) \subseteq T \) and for any \( A_{t_1} \in B_{t_1} \) (\( i = 1,2, \ldots, n \))

\[
P_T\{A_{t_1} \times A_{t_2} \times \ldots \times A_{t_n} \times \Omega_{T_{T_n}}\} = P_{t_1}\{A_{t_1}\} P_{t_2}\{A_{t_2}\} \ldots P_{t_n}\{A_{t_n}\}.
\]

Conversely, \( P_T(A_T) \) is uniquely determined for \( B_T \) by this property.

In particular, we have
for $A_{t_1} \in B_{t_1}$ and thus (30) can be expressed as follows:

$$P_T\{A_{t_1} \times \Omega_T-\{t_1\}\} = P_{t_1}\{A_{t_1}\}$$

Accordingly, if the compound random trial $G_T$ is described by the product probability space $(\Omega_T, B_T, P_T)$, then the following $n$ events:

$G_{t_1}$ results in $A_{t_1}, \ldots, G_{t_n}$ results in $A_{t_n}$ will be mutually independent events in $G_T$ for any $n = 2, 3, \ldots$ and $A_{t_1} \in B_{t_1}$. Furthermore, any event $A_t \in B_t$, where $t \in T$, has the same probability in the compound random trial $G_T$ as in the constituent random trial $G_t$.

If the probability space associated with the compound random trial $G_T$ is the product probability space $(\Omega_T, B_T, P_T)$, then we say that the constituent random trials $G_t$ ($t \in T$) are mutually independent.

Conversely, if we consider a family of random trials $G_t$ ($t \in T$), and if any outcome of any random trial has no influence on the outcome of any other random trial, then we assume that the random trials are mutually independent and with the compound random trial we associate the product probability space.

Let $G_t = (\Omega_t, B_t, P_t)$ ($t \in T$) be a family of mutually independent random trials and let $\xi_t(\omega_t)$ ($t \in T$) be random variables defined on $G_t$ ($t \in T$). If we define the random variables $\xi_t(\omega_t) = \xi_t(\omega_t)$ for $t \in T$ on the product probability space $G_T = (\Omega_T, B_T, P_T)$, then $\xi_t(\omega_t)$ ($t \in T$)
will be mutually independent random variables.

The existence of a product probability space for an arbitrary family of random trials was proved in 1939 by B. Jessen [12]. In the particular case when each \( \Omega_t \) is the real line and \( \mathcal{B}_t \) is the class of linear Borel sets, the existence of a product probability space follows from a more general theorem found in 1933 by A. N. Kolmogorov [19]. (Theorem 47.1.) See also J. v. Neumann [24 pp. 122-148], S. Kakutani [13] and E. S. Andersen and B. Jessen [2]. Actually, the general existence theorem was stated in 1934 by Z. Łomnicki and S. Ulam [22], but their proof contains an error which was pointed out in 1943 by S. Kakutani [13], and in 1946 by E. S. Andersen and B. Jessen [2].

5. Conditional Probabilities and Conditional Expectations. The general notions of conditional probabilities and conditional expectations were introduced in 1933 by A. N. Kolmogorov [49]. These notions are based on the integral in an abstract space and on the Radon-Nikodym theorem.

Let \((\Omega, A, \mathbb{P})\) be a probability space, \(A \in A\), and \(\xi(\omega)\), a real random variable defined on \(\Omega\). If the series

\[
\sum_{j=\infty}^{\infty} \lambda \mathbb{P}(j\lambda < \xi(\omega) \leq (j+1)\lambda \text{ and } \omega \in A)
\]

is absolutely convergent for some \(\lambda > 0\), then it is convergent for every \(\lambda > 0\) and has a finite limit as \(\lambda \to 0\). This limit is, by definition, the integral of the random variable \(\xi(\omega)\) over \(A\), and is denoted by

\[
\mathbb{Q}(A) = \int_A \xi(\omega) \, d\mathbb{P}.
\]
If \( Q(\Omega) \) exists, then it is called the expectation of the random variable which we denote by \( E[\xi] \).

If \( Q(\Omega) \) exists, then \( Q(A) \) exists for every \( A \in \mathcal{A} \), and \( Q(A) \) is a finite and \( \sigma \)-additive set function, that is, if \( A = \bigcup_{k=1}^{\infty} A_k \) where \( A_k \in \mathcal{A} \) for \( k = 1, 2, \ldots \) and \( A_i \cap A_j = \emptyset \) for \( i \neq j \), then

\[
Q(A) = \sum_{k=1}^{\infty} Q(A_k)
\]

and the right-hand side is absolutely convergent.

The set function \( Q(A) \) is absolutely continuous with respect to \( P(A) \), that is, if \( A \in \mathcal{A} \) and \( P(A) = 0 \), then \( Q(A) = 0 \).

The celebrated Radon-Nikodym theorem states that if \( Q(A) \) possesses the mentioned properties, then it can be represented in the form (2) and \( \xi(\omega) \) is determined up to an equivalence. More precisely we have the following result.

**Theorem 1.** Let \( \Omega \) be an (abstract) set, \( \mathcal{A} \) a \( \sigma \)-algebra of subsets of \( \Omega \), \( P(A) \), a probability measure defined on \( \mathcal{A} \). Let \( Q(A) \) be a finite and \( \sigma \)-additive set function defined on \( \mathcal{A} \). Suppose that \( Q(A) \) is absolutely continuous with respect to \( P(A) \), that is, \( A \in \mathcal{A} \) and \( P(A) = 0 \) imply \( Q(A) = 0 \). Then there is a random variable \( \xi(\omega) \) defined on \( \Omega \), and integrable over \( \Omega \) such that

\[
Q(A) = \int_{\Omega} \xi(\omega) dP_A
\]

for all \( A \in \mathcal{A} \). If \( \eta(\omega) \) is another random variable which is integrable
over \( \Omega \) and for which

\[(5) \quad Q(A) = \int_A \eta(\omega) dP,\]

and if \( D = \{\omega : \eta(\omega) \neq \xi(\omega)\} \), then \( P(D) = 0 \).

For the proof of this theorem we refer to P. Halmos [11].

Theorem 1 makes possible the following definitions.

Let \((\Omega, A, P)\) be a probability space, \( A \in A \) an event, and \( B \) a \( \sigma \)-algebra of sets belonging to \( A \) (\( \sigma \)-subalgebra of \( A \)). The conditional probability of \( A \) relative to \( B \), denoted by \( P(A|B) \), is defined as any function of \( \omega \) which is measurable with respect to \( B \) and which satisfies the equation

\[(6) \quad \int_B P(A|B) dP = P(AB)\]

for all \( B \in B \). By Theorem 1 it follows that such a function exists, \( P(A|B) \) is a random variable, and is determined up to an equivalence.

If \( x = x(\omega) \) is a real and finite-valued random variable, then \( P(A|x) \) is defined as any one version of \( P(A|B) \) where \( B \) is the \( \sigma \)-algebra generated by \( x \), that is, \( B \) is the smallest \( \sigma \)-algebra which contains the sets \( \{\omega : x(\omega) \leq x\} \) for all \( x \). In this case \( P(A|x) \) is a Baire-function of \( x \) and we use the notation \( P(A|x = x) = P(A|x)\bigg|_{x(\omega) = x} \).

The following formula

\[(7) \quad P(A) = \int_{-\infty}^{\infty} P(A|x = x) dP(x \leq x)\]
is called the theorem of total probability.

Let \((\Omega, \mathcal{A}, P)\) be a probability space, \(\eta\) a real and finite-valued random variable whose expectation exists, and \(\mathcal{B}\) a \(\sigma\)-algebra of sets belonging to \(\mathcal{A}\). The conditional expectation of \(\eta\) relative to \(\mathcal{B}\), denoted by \(E(\eta|\mathcal{B})\), is defined as any function of \(\omega\) which is measurable with respect to \(\mathcal{B}\) and which satisfies the equation

\[
\int_{\mathcal{B}} E(\eta|\mathcal{B}) \, dP = \int_{\mathcal{B}} \eta \, dP
\]

for all \(B \in \mathcal{B}\). By Theorem 1 it follows that such a function exists, \(E(\eta|\mathcal{B})\) is a random variable, and is determined up to an equivalence.

If \(\chi = \chi(\omega)\) is a real and finite-valued random variable, then \(E(\eta|\chi)\) is defined as any one version of \(E(\eta|\mathcal{B})\) where \(\mathcal{B}\) is the \(\sigma\)-algebra generated by \(\chi\). In this case \(E(\eta|\chi)\) is a Baire-function of \(\chi\) and we use the notation \(E(\eta|\chi = x) = E(\eta|\chi(\omega) = x)\).

The following formula

\[
E(\eta) = \int_{-\infty}^{\infty} E(\eta|x) \, dP(x \leq x)
\]

is called the theorem of total expectation.

6. Wald's Theorem. Let \(\xi_1, \xi_2, \ldots, \xi_n, \ldots\) be a sequence of real or complex random variables. Write \(\xi_n = \xi_1 + \xi_2 + \ldots + \xi_n\) for \(n = 1, 2, \ldots\) and \(\xi_0 = 0\). The results of this section are concerned with the random variable \(\xi_v\) where \(v\) is a discrete random variable taking on positive integers only. We shall assume that one of the following conditions is
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satisfied:

(A) For every \( n = 1, 2, \ldots \) the event \( \{ \nu = n \} \) depends only on the random variables \( \xi_1, \xi_2, \ldots, \xi_n \), that is, the indicator variable of the event \( \{ \nu = n \} \) is a Baire-function of the random variables \( \xi_1, \xi_2, \ldots, \xi_n \).

(B) For every \( n = 1, 2, \ldots \) the event \( \{ \nu = n \} \) and the random variables \( \xi_{n+1}, \xi_{n+2}, \ldots \) are independent, that is, the indicator variable of the event \( \{ \nu = n \} \) and the random variables \( \xi_{n+1}, \xi_{n+2}, \ldots \) are independent.

Obviously, condition (A) implies (B), whereas the converse is not true. This can be illustrated by the following example. Let \( \xi_1, \xi_2, \ldots, \xi_n, \ldots \) be mutually independent and identically distributed random variables for which \( P(\xi_n = 1) = P(\xi_n = -1) = 1/2 \) and define \( \nu = (\xi_1 \xi_2 + 3)/2 \). Then (A) is not satisfied, whereas (B) is satisfied.

In 1944 A. Wald [41], [42] considered the case where \( \{ \xi_n \} \) is a sequence of mutually independent and identically distributed real random variables and defined \( \nu \) as the smallest \( n \) for which \( \xi_n \) does not lie in the interval \( (a, b) \). He deduced a fundamental identity for the random variable \( \xi_\nu \) and this identity made it possible to find the distribution and the moments of \( \xi_\nu \). Actually, Wald's main interest was to find the distribution and the moments of \( \nu \).

The following theorems are generalizations of some of Wald's results.

**Theorem 1.** Let us suppose that \( \{ \xi_n \} \) is a sequence of real random variables for which \( E(\xi_n) = a \) exists and is independent of \( n \). If (B)
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is satisfied, \( E(\nu) < \infty \) and

\[
\sum_{n=1}^{\infty} E(|\xi_n|)P(\nu \geq n) < \infty,
\]

then

\( E(\zeta_\nu) = a \ E(\nu) \).

**Proof.** Let us define \( \delta_n = 1 \) if \( \nu \geq n \) and \( \delta_n = 0 \) otherwise. Then we can write that

\[
(3) \quad \zeta_\nu = \sum_{n=1}^{\infty} \xi_n \delta_n.
\]

Since by assumption \( \xi_n \) and the event \( \{\nu < n\} \) are independent, it follows that \( \xi_n \) and the event \( \{\nu \geq n\} \) are also independent. Thus \( \xi_n \) and \( \delta_n \) are independent random variables and

\[
(4) \quad E(\xi_n \delta_n) = a \ E(\delta_n) = a \ P(\nu \geq n)
\]

for \( n = 1, 2, \ldots \). Accordingly, by (3) we obtain that

\[
(5) \quad E(\zeta_\nu) = \sum_{n=1}^{\infty} E(\xi_n \delta_n) = a \sum_{n=1}^{\infty} P(\nu \geq n) = a \ E(\nu).
\]

In (3) we can form the expectation term by term because

\[
(6) \quad E(|\zeta_\nu|) \leq \sum_{n=1}^{\infty} E(|\xi_n \delta_n|) = \sum_{n=1}^{\infty} E(|\xi_n|)P(\nu \geq n) < \infty.
\]

This proves (2).

For the proof of (2) see also D. Blackwell [33], J. Wolfowitz [44], A. N. Kolmogorov and Yu. V. Prokhorov [37] and N. L. Johnson [36].
Theorem 2. Let us suppose that \( \{ \xi_n \} \) is a sequence of mutually
independent real random variables for which \( \mathbb{E}[\xi_n] = a \) and \( \text{Var}(\xi_n) = \sigma^2 \)
exist and are independent of \( n \). If (A) is satisfied, \( \mathbb{E}(v) < \infty \), and
\[
(7) \sum_{n=1}^{\infty} \mathbb{P}\{ v \geq n \} \mathbb{E}\{ \left| \sum_{i=1}^{n-1} (n-1)a \right| v \geq n \} < \infty,
\]
then
\[
(8) \mathbb{E}(v^2) = \sigma^2 \mathbb{E}(v).
\]

Proof. In proving this theorem we may assume that \( a = 0 \). If \( a \neq 0 \),
then instead of \( \{ \xi_n \} \) we can consider the sequence \( \{ \xi_n - a \} \). Let us
define the random variables \( \delta_n \) \( (n = 1, 2, \ldots) \) in exactly the same way as
in the previous proof. Then \( \delta_1 = 1 \) and \( \delta_n \) depends only on \( \xi_1, \xi_2, \ldots, \xi_{n-1} \) \( for \ n = 2, 3, \ldots \). Let us write
\[
(9) \chi_n = \xi_n^2 + 2\xi_n \xi_{n-1}
\]
for \( n = 1, 2, \ldots \). We note that \( \xi_0 = 0 \). Then \( \chi_n^2 = \chi_1 + \ldots + \chi_n \) \( for \)
\( n = 1, 2, \ldots \) and
\[
(10) \xi_n^2 = \sum_{n=1}^{\infty} \chi_n \delta_n.
\]
By (9) we have
\[
(11) \mathbb{E}(\chi_n \delta_n) = \mathbb{E}(\xi_n^2) \mathbb{E}(\delta_n) + 2\mathbb{E}(\xi_n) \mathbb{E}(\xi_{n-1} \delta_n).
\]
For \( \xi_n \) and \( \delta_n \) are independent random variables, and also \( \xi_n \) and
\( \xi_{n-1} \delta_n \) are independent random variables. Since \( \mathbb{E}(\xi_n) = 0 \), by (11)
we obtain that
\[
(12) \mathbb{E}(\chi_n \delta_n) = \sigma^2 \mathbb{E}(\delta_n) = \sigma^2 \mathbb{P}(v \geq n)
\]
for \( n = 1, 2, \ldots \). Thus by (10) we have
\( E(\xi_{v}^{2}) = \sigma^{2} \sum_{n=1}^{\infty} P(v \geq n) = \sigma^{2} E(v) \).

In (10) we can form the expectation term by term because

\[ E(\xi_{n}^{1} \mid \xi_{n-1}^{1} = \delta_{n}) = E(\xi_{n}^{1})E(\xi_{n-1}^{1} \mid \delta_{n}) \]

and

\[ E(\xi_{n}^{1}) \leq \left( E(\xi_{n}^{2}) \right)^{1/2} = \sigma < \infty, \]

by (7).

We note that if in Theorem 2 we replace the condition (A) by condition (B), then (8) is not valid anymore. This was demonstrated by J. Seitz and K. Winkelbauer [39] when they pointed out that several results are erroneous in the paper of A. N. Kolmogorov and Yu. V. Prokhorov [37]. Indeed, if we consider the example mentioned at the beginning of this section, then \( a = 0, \sigma^{2} = 1, E(\xi_{v}^{2}) = \frac{5}{2}, E(v) = \frac{3}{2} \), that is, (8) is not satisfied. For the proof of (8) see also N. L. Johnson [36]. The higher moments of \( \xi_{v}^{1} \) have been investigated by J. Wolfowitz [44] and K. Winkelbauer [43].

In 1949 A. N. Kolmogorov and Yu. V. Prokhorov [37] considered the case when \( \xi_{n} = (\xi_{n}^{(1)}, \xi_{n}^{(2)}) (n = 1, 2, \ldots) \) are independent vector random variables. Let \( \xi_{n}^{(1)} = \xi_{1}^{(1)} + \ldots + \xi_{n}^{(1)} \) for \( n = 1, 2, \ldots \) and \( i = 1, 2, \) and \( \xi_{0}^{(1)} = 0 \) for \( i = 1, 2. \)
Theorem 3. Let \( \xi_n = (\xi_n^{(1)}, \xi_n^{(2)}) \) \((n = 1, 2, \ldots)\) be mutually independent vector random variables for which \( E(\xi_n^{(1)}) = a_1 \), \( E(\xi_n^{(2)}) = a_2 \) and \( E((\xi_n^{(1)} - a_1)(\xi_n^{(2)} - a_2)) = \sigma_{12} \) exist and are independent of \( n \). If (A) is satisfied, \( E(v) < \infty \), and

\[
\sum_{n=1}^{\infty} P(v \geq n) E((\xi_n^{(1)} - a_1) + (\xi_n^{(2)} - a_2)) = \sigma_{12} E(v) < \infty ,
\]

then

\[
E((\xi_v^{(1)} - a_1 v) (\xi_v^{(2)} - a_2 v)) = \sigma_{12} E(v) .
\]

Proof. Without loss of generality we may assume that \( a_1 = a_2 = 0 \). If we define \( \delta_n \) in the same way as in the previous proofs and if now

\[
\chi_n = \xi_n^{(1)} + \xi_n^{(2)} - (\xi_n^{(1)} + \xi_n^{(2)}) ,
\]

for \( n = 1, 2, \ldots \), then we can write that

\[
\xi_v = \sum_{n=1}^{\infty} \chi_n \delta_n .
\]

If we form the expectation of (19), then we obtain that

\[
E((\xi_v^{(1)} - a_1 v) (\xi_v^{(2)} - a_2 v)) = \sigma_{12} \sum_{n=1}^{\infty} E(\delta_n) = \sigma_{12} E(v) .
\]

In a similar way as in the proof of Theorem 2 we can easily see that if (16) is satisfied then we can form the expectation term by term in (19).

Further generalizations of the above results have been given by

K. Winkelbauer [43].
6. Interchangeable Random Variables. In generalizing the notions of independent events and independent random variables in 1930 B. De Finetti [52], [53], [54], [55], [56] introduced the notions of interchangeable events and interchangeable random variables.

We say that \( A_1, A_2, \ldots, A_n \) are interchangeable events if

\[
\Pr(A_{i_1} A_{i_2} \cdots A_{i_j}) = \Pr(A_{i_1} A_{i_2} \cdots A_j)
\]

holds for all \( 1 \leq i_1 < i_2 < \cdots < i_j \leq n \), and we say that \( A_1, A_2, \ldots, A_n \) is an infinite sequence of interchangeable events if (1) holds for all \( n = 1, 2, \ldots \).

We have several classical examples for a finite number of interchangeable events. See e.g. reference [77]. In 1923 E. Eggenger and G. Pólya [59] found an interesting example for an infinite sequence of interchangeable events.

We say that \( \xi_1, \xi_2, \ldots, \xi_n \) are interchangeable random variables if all the \( n! \) permutations of \( (\xi_1, \xi_2, \ldots, \xi_n) \) have the same joint distribution. If \( \xi_1, \xi_2, \ldots, \xi_n \) are real random variables, then they are interchangeable if and only if

\[
\Pr(\xi_{i_1} \leq x_1, \xi_{i_2} \leq x_2, \ldots, \xi_{i_n} \leq x_n) = \Pr(\xi_1 \leq x_1, \xi_2 \leq x_2, \ldots, \xi_n \leq x_n)
\]

holds for all the \( n! \) permutations \( (i_1, i_2, \ldots, i_n) \) of \( (1, 2, \ldots, n) \) and for all \( x_1, x_2, \ldots, x_n \).
We say that $\xi_1, \xi_2, \ldots, \xi_i, \ldots$ is an infinite sequence of interchangeable random variables, if $(\xi_1, \xi_2, \ldots, \xi_n)$ are interchangeable random variables for all $n = 2, 3, \ldots$. An infinite sequence of real random variables $\xi_1, \xi_2, \ldots, \xi_i, \ldots$ form a sequence of interchangeable random variables if (2) holds for all $n = 1, 2, \ldots$.

Let us define the indicator variable of an event $A_i$ by $x_i$, that is, $x_i = 1$ if $A_i$ occurs and $x_i = 0$ if $A_i$ does not occur. If $A_1, \ldots, A_n$ are interchangeable events, then $x_1, x_2, \ldots, x_n$ are interchangeable random variables, and if $A_1, \ldots, A_i, \ldots$ is an infinite sequence of interchangeable events, then $x_1, x_2, \ldots, x_i, \ldots$ is an infinite sequence of interchangeable random variables.

By generalizing the notion of homogeneous processes with independent increments we can introduce the notion of stochastic processes with interchangeable increments. We say that the process $(\xi(u), 0 \leq u \leq t)$ has interchangeable increments if for all $n = 2, 3, \ldots$

\begin{equation}
(3) \quad \xi(\frac{rt}{n}) - \xi(\frac{rt-t}{n}) \quad (r = 1, 2, \ldots, n)
\end{equation}

are interchangeable random variables. The process $(\xi(u), 0 \leq u < \infty)$ is said to have interchangeable increments if the random variables (3) are interchangeable random variables for all finite $t$.

If we choose $m$ points at random on the interval $(0, 1)$ in such a way that independently of the others each point has a uniform distribution on the interval $(0, 1)$, and if $\nu_m(u)$ denotes the number of points in the
interval \((0, u)\), then \(\{v_m(u), 0 \leq u \leq 1\}\) is a stochastic process with interchangeable increments.

In 1930 B. De Finetti [52] discovered that an infinite sequence of interchangeable random events can be represented as the outcomes of a sequence of randomized Bernoulli trials. In what follows we shall prove this result.

Let us suppose that \(A_1, A_2, \ldots, A_n, \ldots\) is an infinite sequence of interchangeable events. Denote by \(x_i\) the indicator variable of the event \(A_i\). Let \(v_n = x_1 + x_2 + \ldots + x_n\), that is, \(v_n\) is the number of events occurring among \(A_1, A_2, \ldots, A_n\).

Let \(\pi_0 = 1\) and

\[
\pi_j = P\{A_1 A_2 \ldots A_j\}
\]

for \(j = 1, 2, \ldots\).

Since

\[
\binom{v_n}{j} = \sum_{1 \leq i_1 < i_2 < \ldots < i_j \leq n} x_{i_1} x_{i_2} \ldots x_{i_j}
\]

for \(0 \leq j \leq n\), we obtain that the \(j\)-th binomial moment of \(v_n\) is

\[
B_j(n) = E\left(\binom{v_n}{j}\right) = \binom{n}{j} \pi_j
\]

for \(j = 0, 1, \ldots, n\). If we take into consideration that

\[
B_j(n) = \sum_{k=j}^{n} \binom{n}{k} P\{v_n = k\}
\]
for $0 \leq j \leq n$, then we obtain easily that

\[(8) \quad P\{v_n = k\} = \sum_{j=k}^{n} (-1)^{j-k} \binom{n}{j} B_j(n) = \frac{n!}{j!} \sum_{j=k}^{n} (-1)^{j-k} (n-k)^j \pi_j^n \]

for $0 \leq k \leq n$.

The following theorems are due to B. De Finetti [55]. See also A. Ya. Khintchine [69], [70], W. Feller [60 p. 225-227], and D. G. Kendall [68].

**Theorem 1.** There exists a distribution function $F(x)$ such that $F(x) = 0$ for $x < 0$, $F(x) = 1$ for $x \geq 1$, and

\[(9) \quad \lim_{n \to \infty} P\{\frac{v_n}{n} \leq x\} = F(x) \]

in every continuity point of $F(x)$. The distribution function $F(x)$ is uniquely determined by

\[(10) \quad \pi_j = \int_0^1 x^j dF(x) \]

for $j = 0, 1, 2, \ldots$.

**Proof.** First we note that

\[(11) \quad x^j = \sum_{r=1}^{j} \mathcal{G}^r_j r! \binom{x}{r} \]

for every $x$ and $j = 1, 2, \ldots$ where $\mathcal{G}^r_j$ $(1 \leq r \leq j)$ are Stirling numbers of the second kind. Hence by (6) we obtain that

\[(12) \quad E\{v_j^n\} = \sum_{r=1}^{j} \mathcal{G}^r_j r! \binom{n}{r} \pi_r \]

for \( j = 1, 2, \ldots \) and \( n = 1, 2, \ldots \). Since \( \mathcal{C}^j = 1 \) for \( j \geq 1 \), it follows from (12) that
\[
\lim_{n \to \infty} \frac{\nu_n}{n^j} = \pi_j
\]
for \( j = 0, 1, 2, \ldots \). The sequence \( \{\pi_j\} \) satisfies the following properties: \( \pi_0 = 1 \) and
\[
\sum_{j=k}^{n} (-1)^{j-k} (n-k)^j \pi_j \geq 0
\]
for \( 0 \leq k \leq n \). This last inequality is a consequence of (8). Thus by a theorem of F. Hausdorff [65], [66], we can conclude that there exists a distribution function \( F(x) \) on the interval \([0, 1]\) such that (10) holds for \( j = 0, 1, 2, \ldots \) and \( F(x) \) is uniquely determined by (10). Hence (9) follows by Theorem 41.11. This completes the proof of the theorem.

From (8) and (10) it follows that
\[
P(\nu_n = k) = \int_0^1 \binom{n}{k} x^k (1-x)^{n-k} dF(x)
\]
for \( 0 \leq k \leq n \). From (15) we can also conclude that (9) holds.

Now let us suppose that \((\Omega, \mathcal{A}, P)\) is a probability space and \( A_1, A_2, \ldots, A_i, \ldots \) is an infinite sequence of interchangeable events such that \( A_i \in \mathcal{B} \) for \( i = 1, 2, \ldots \) and define \( \pi_j \) by (4) and \( F(x) \) by (10). Denote by \( \mathcal{B}_n \) the minimal \( \sigma \)-algebra which contains the events \( A_n, A_{n+1}, \ldots \) and let
\[
\mathcal{B}^* = \bigcap_{n=1}^{\infty} \mathcal{B}_n
\]
be the so-called tail \( \sigma \)-algebra.
Theorem 2. There exists a random variable \( \theta \) defined on the probability space \((\Omega, A, P)\) such that

\[
P \left( \lim_{n \to \infty} \frac{\nu n}{n} = \theta \right) = 1.
\]

Proof. We shall use formula (12) and we shall need the Stirling numbers \( \mathcal{G}_j^r \) for \( 1 \leq r \leq j \leq 4 \). These are given in Table I.

\[
\begin{array}{cccccc}
  & 1 & 2 & 3 & 4 \\
 1 & 1 &  &  &  \\
 2 & 1 & 1 &  &  \\
 3 & 1 & 3 & 1 &  \\
 4 & 1 & 7 & 6 & 1 \\
\end{array}
\]

Table I.

If \( n \geq 1 \) and \( q \geq 1 \), then by (12) we obtain that

\[
E \left( \left( \frac{\nu n}{n} - \frac{\nu n + q}{n+q} \right)^2 \right) = \frac{q(n-1)q}{n(n+q)} \leq \frac{q}{n(n+q)}.
\]

If \( q \to \infty \) and \( n \to \infty \), then the extreme right member in (18) tends to 0, and therefore we can conclude that there exists a random variable \( \theta \) such that

\[
\lim_{n \to \infty} E \left( \left( \frac{\nu n}{n} - \theta \right)^2 \right) = 0.
\]

By (12) we can also prove that
for \( n \geq 1 \). Thus by (20) we have

\[
\lim_{q \to \infty} E\left\{ \left( \frac{v_n}{n} - \frac{v_{n+q}}{n+q} \right)^4 \right\} = \frac{(3\pi^2 - 6\pi + 3\pi^2)n^2 + (\pi^2 - 7\pi + 12\pi^2 - 6\pi^2)n}{n^4} < \frac{3}{16n^2}
\]

for all \( n \geq 1 \). Since for every \( \varepsilon > 0 \)

\[
P\left\{ \left| \frac{v_n}{n} - \theta \right| > \varepsilon \right\} \leq \frac{1}{\varepsilon^4} E\left\{ \left( \frac{v_n}{n} - \theta \right)^4 \right\} < \frac{3}{16n^2 \varepsilon^4}
\]

it follows that

\[
\sum_{n=1}^{\infty} P\left\{ \left| \frac{v_n}{n} - \theta \right| > \varepsilon \right\} < \frac{3}{16 \varepsilon^4} \sum_{n=1}^{\infty} \frac{1}{n^2} < \frac{3}{8 \varepsilon^4}
\]

and this implies (17) by Lemma 43.1.

Obviously \( 0 \leq \theta \leq 1 \) with probability 1 and the random variable \( \theta \) is measurable with respect to the tail \( \sigma \)-algebra \( B^* \), that is, \( \{ \theta \leq x \} \in B^* \) for every \( x \).

By (9) and (17) (or (19)) it follows that necessarily

\[
P\{ \theta \leq x \} = F(x).
\]

**Theorem 3.** We have

\[
P\{ A_1 A_2 \ldots A_j | \theta \} = \theta^j
\]

with probability 1.
Proof. Since
\[ P(A_1 A_2 \ldots A_j | \theta) = E(x_1 x_2 \ldots x_j | \theta) \]
for \( j = 1, 2, \ldots \), it follows from (5) that
\[ P(A_1 A_2 \ldots A_j | \theta) = \frac{1}{n^j} E(v_n^j | \theta) \]
for \( 1 \leq j \leq n \). If \( n \to \infty \), then the right-hand side of (27) converges to \( E(\theta^j | \theta) = \theta^j \) with probability 1. This completes the proof of the theorem.

By (25) we have
\[ \pi_j = E(\theta^j) \]
for \( j = 0, 1, 2, \ldots \). This proves once again that \( \pi_j \) can be represented in the form (10).

By (8) and (28) we can write that
\[ P(v_n = k) = E(k^n \theta^k (1-\theta)^{n-k}) \]
for \( 0 \leq k \leq n \). This formula reflects the result that an infinite sequence of interchangeable events \( A_1, A_2, \ldots, A_i, \ldots \) can be represented in the following way: We perform an infinite sequence of Bernoulli trials with probability \( \theta \) for success where \( \theta \) is a random variable with distribution function \( F(x) \) and \( A_i \) denotes the event that the \( i \)-th trial results in success.

We note that, in general, for a finite number of interchangeable events
$A_1, A_2, \ldots, A_n$, the probabilities $\pi_j$ $(0 \leq j \leq n)$ cannot be represented in the form (10).

The above results can also be expressed by using the indicator variables $x_1, x_2, \ldots, x_1, \ldots$

If $A_1, A_2, \ldots, A_i, \ldots$ are interchangeable events, then $x_1, x_2, \ldots, x_i, \ldots$ are interchangeable random variables. By (17) we have

$$P\left\{ \lim_{n \to \infty} \frac{x_1 \uparrow x_2 \uparrow \cdots \uparrow x_n}{n} = 0 \right\} = 1 .$$

If $B$ denotes the $\sigma$-algebra generated by the random variable $\theta$, then $B \subset \mathcal{B}$ and

$$P(x_1 = \varepsilon_1, x_2 = \varepsilon_2, \ldots, x_k = \varepsilon_k | B) = \prod_{i=1}^{k} P(x_i = \varepsilon_i | B)$$

holds for all $k = 1, 2, \ldots$ and $\varepsilon_1 = 0$ or $\varepsilon_1 = 1$ $(i = 1, 2, \ldots, k)$ with probability 1. In (31)

$$P(x_1 = \varepsilon_1 | B) = P(x_1 = \varepsilon_1 | B)$$

with probability 1.

Accordingly, we can represent $x_1, x_2, \ldots, x_i, \ldots$ as a sequence of conditionally independent random variables with a common distribution. This last result can be extended for more general sequences of interchangeable random variables as was demonstrated in 1937 by B. De Finetti [56]. See also E. B. Dynkin [58], E. Hewitt and L. J. Savage [67], and M. Loève [71 pp. 364-365, and p. 400].
Theorem 4. If \((\Omega, A, P)\) is a probability space and \(\xi_i\) \((i = 1, 2, \ldots)\) is an infinite sequence of interchangeable real random variables, then there exists a nontrivial \(\sigma\)-subalgebra \(B\) of \(A\) such that

\[
P(\xi_1 \leq x_1, \xi_2 \leq x_2, \ldots, \xi_k \leq x_k | B) = \prod_{i=1}^{k} P(\xi_i \leq x_i | B)
\]

for all \(k = 1, 2, \ldots\) and \(x_1, x_2, \ldots, x_k\) with probability 1, and in (33)

\[
P(\xi_i \leq x_i | B) = P(\xi_1 \leq x_1 | B)
\]

for all \(i = 1, 2, \ldots\) with probability 1.

Proof. We can reduce the proof of this theorem to the results proved above. Let us define

\[
x_1(u) = \begin{cases} 1 & \text{if } \xi_1 \leq u, \\ 0 & \text{if } \xi_1 > u, \end{cases}
\]

for \(i = 1, 2, \ldots\) and

\[
v_n(u) = x_1(u) + x_2(u) + \ldots + x_n(u)
\]

for \(n = 1, 2, \ldots\) and all \(u\). Since in this case \(\{x_1(u)\}\) are interchangeable indicator variables, by Theorem 2 for every \(u\) there exists a random variable \(\theta(u)\) such that

\[
P\left(\lim_{n \to \infty} \frac{v_n(u)}{n} = \theta(u)\right) = 1.
\]

With probability 1, the random variable \(\theta(u)\) is a nondecreasing function
of \( u \), \( \theta(u) \to 1 \) as \( u \to \infty \), and \( \theta(u) \to 0 \) as \( u \to -\infty \). We can choose \( \theta(u) \) such that for every \( \omega \in \Omega \) the function \( \theta(u) = \theta(u; \omega) \) is a distribution function in \( u \).

Denote by \( \mathcal{B} \) the minimal \( \sigma \)-algebra generated by the random variables \( \{\theta(u), -\infty < u < \infty\} \). Then we have

\[
\lim_{n \to \infty} \frac{1}{n} E\{\nu_n(x) | \mathcal{B}\} = \nu(x)
\]

for any \( n = 1, 2, \ldots \) and \( u = 1, 2, \ldots \). If \( n \to \infty \), then by (37) the right-hand side converges to \( \theta(x) \) with probability 1. Thus we have

\[
P(x \in \mathcal{B}) = \theta(x)
\]

for \( n = 1, 2, \ldots \) and every \( x \) with probability 1. This proves (34).

In a similar way we obtain that

\[
P(x_1 \leq x_1, \ldots, x_k \leq x_k | \mathcal{B}) = E(x_1(x_1) \ldots x_k(x_k) | \mathcal{B}) = \frac{1}{n} \sum_{1 \leq i_1 < i_2 < \ldots < i_k \leq n} x_{i_1}(x_1) \ldots x_{i_k}(x_k) | \mathcal{B}
\]

for \( n \geq k \). If \( n \to \infty \), then the right-hand side of (40) has the limit

\[
\lim_{n \to \infty} \frac{1}{n} E(\nu_n(x_1) \nu_n(x_2) \ldots \nu_n(x_k) | \mathcal{B}) = \theta(x_1) \theta(x_2) \ldots \theta(x_k)
\]

with probability 1. Accordingly,

\[
P(x_1 \leq x_1, x_2 \leq x_2, \ldots, x_k \leq x_k | \mathcal{B}) = \theta(x_1) \theta(x_2) \ldots \theta(x_k)
\]
with probability 1. By (39) and (42) we obtain (33) which was to be proved.

Finally, we mention that in 1960 H. Bühlmann [50] demonstrated that a stochastic process \( \{ \xi(u), 0 \leq u < \infty \} \) with interchangeable increments can be represented as a homogeneous stochastic process with conditionally independent increments.

Accordingly, if \((\Omega, \mathcal{A}, \mathbb{P})\) is a probability space and \( \{ \xi(u), 0 \leq u < \infty \} \) is a stochastic process with interchangeable increments, then there is a nontrivial \(\sigma\)-subalgebra \(B\) of \(A\) such that with probability 1 the process \( \{ \xi(u), 0 \leq u < \infty \} \) is homogeneous and has independent increments with respect to \(B\).

8. Slowly Varying Functions. A real function \( L(x) \) defined for \( x \geq a \) where \( a \) is some positive number is called a slowly varying function at \( x \to \infty \) if it is positive for \( x \geq a \), measurable on any finite interval in \([a, \infty)\) and if

\[
\lim_{x \to \infty} \frac{L(\omega x)}{L(x)} = 1
\]

for every \( \omega > 0 \).

An example for slowly varying functions is

\[
L(x) = (\log x)^{c_1}(\log_2 x)^{c_2} \cdots (\log_n x)^{c_n}
\]

where \( \log_2 x = \log \log x \) and \( \log_k x = \log \log_{k-1} x \) for \( k = 3, 4, \ldots \) and \( c_1, c_2, \ldots, c_n \) are real numbers.
Slowly varying functions play an important role in mathematics in proving various limit theorems. In particular, they have important applications in the theory of probability in obtaining various limiting distributions.

As early as 1904 A. Pringsheim [105] was concerned with monotone slowly varying functions. See also G. Polya [102], [103], G. Polya and G. Szego [104 pp. 67-69], and R. Schmidt [107]. In 1930 J. Karamata [92] found the most general form of a continuous slowly varying function. In 1949 J. Korevaar, T. van Aardenne-Ehrenfest and N. G. de Bruijn [96] studied positive, measurable functions $L(x)$ satisfying (1).

We have the following representation theorem.

**Theorem 1.** If $L(x)$ is a slowly varying function, then there exists some positive constant $a$ such that

$$L(x) = c(x)e^{\int_a^x \frac{e(u)}{u} du}$$

for $x > a$ where $c(x)$ and $e(x)$ are bounded measurable functions on the interval $[a, \infty)$ and satisfy the conditions $\lim_{x \to \infty} c(x) = c$ where $c$ is a positive constant and $\lim_{x \to \infty} e(x) = 0$.

This theorem was found in 1930 by J. Karamata [92], [94] for continuous $L(x)$, in 1949 J. Korevaar, T. van Aardenne-Ehrenfest, and N. G. de Bruijn [96] proved it for the case when $\log L(x)$ is integrable on every compact subinterval of $[a, \infty)$ and in 1959 N. G. de Bruijn [84] proved it for measurable $L(x)$. 
Theorem 2. If \( L(x) \) is a slowly varying function, then (1) holds uniformly for \( \omega \in [a_1, a_2] \) where \( [a_1, a_2] \) is any finite subinterval of \((0, \infty)\).

For continuous \( L(x) \) this theorem has been proved by J. Karamata [92], [94] and for measurable \( L(x) \) by J. Korevaar, T. van Aardenne-Ehrenfest, and N. G. de Bruijn [96]. See also G. H. Hardy and W. W. Rogosinski [90], H. Delange [85], W. Matuszewska [99], [100], and R. Bojanic and E. Seneta [82].

It is interesting to mention the following result which was found in 1967 by C. C. Heyde [91]. See also B. A. Rogozin [106].

Theorem 3. Let \( a_1, a_2, \ldots, a_n, \ldots \) be a sequence of nonnegative numbers. If

\[
\lim_{n \to \infty} \frac{a_1 + a_2 + \ldots + a_n}{n} = \alpha
\]

where \( \alpha \) is a finite nonnegative number, then

\[
\exp\left\{ -\sum_{n=1}^{\infty} \frac{a_n}{n} x^n \right\} \sim (1-x)^{\alpha L(1-x)}
\]

as \( x \to 1-0 \) where \( L(x) \) is a slowly varying function of \( x \) at \( x \to \infty \).

In (5) the left-hand side is asymptotically equal to the right-hand side, that is, the ratio of the two sides tends to 1 as \( x \to 1-0 \).
The following theorem was found in 1959 by N. G. de Bruijn [84].

**Theorem 4.** If \( L(x) \) is a slowly varying function, then there exists a slowly varying function \( L^*(x) \) such that

\[
\lim_{x \to \infty} L^*(xL(x)L(x)) = 1
\]

and

\[
\lim_{x \to \infty} L(xL^*(x)L^*(x)) = 1.
\]

Moreover, \( L^*(x) \) is asymptotically uniquely determined by \( L(x) \).

In several cases we can easily construct a function \( L^*(x) \) occurring in Theorem 4 by using the following procedure of A. Békésy [79]. Let \( k_1(x) = 1/L(x) \) and define \( k_2(x), k_3(x), \ldots \) recursively by the formula

\[
k_{n+1}(x) = k_1(x,k_n(x)).
\]

If \( k_{n+1}(x) \sim k_n(x) \) for some \( n \) as \( x \to \infty \), then \( L^*(x) \sim k_n(x) \) as \( x \to \infty \).

The notion of slowly varying functions is strongly related to the notion of regularly varying functions. See R. Schmidt [107].

A real function \( U(x) \) defined for \( x \geq a \) where \( a \) is some positive number is called a regularly varying function at \( x \to \infty \) if it is positive for \( x \geq a \) measurable on any finite interval in \( [a, \infty) \) and if

\[
\lim_{x \to \infty} \frac{U(\omega x)}{U(x)} = \omega^q
\]

for every \( \omega > 0 \) where \( q \) is a constant.
We can easily see that \( U(x) \) is a regularly varying function if and only if it is of the form

\[
U(x) = x^q L(x)
\]

where \( L(x) \) is a slowly varying function.

We note that instead of (9) it is sufficient to require only that the limit \( \lim_{x \to \infty} \frac{U(\omega x)}{U(x)} = V(\omega) \) exists for \( \omega > 0 \) and \( V(\omega) \neq 0 \). Since \( V(\omega_1 \omega_2) = V(\omega_1)V(\omega_2) \) for any \( \omega_1 > 0 \) and \( \omega_2 > 0 \), and since \( V(\omega) \) is measurable on \((0, \infty)\) it follows by a result of G. Hamel [89] (see also B. Blumberg [81]) that \( V(\omega) = \omega^q \) where \( q \) is some real constant.

In conclusion we mention one problem which frequently occurs in the theory of probability. Let \( T(x) \) be a slowly varying function defined on the interval \([a, \infty)\) where \( a > 0 \). Let \( a \) be a positive real number.

The problem is to find a function \( B(x) \) which satisfies the requirements

\[
\lim_{x \to \infty} B(x) = \infty \quad \text{and} \quad \lim_{x \to \infty} \frac{x T(B(x))}{[B(x)]^a} = 1.
\]

If we write

\[
L(x) = [T(x)]^{-1/a}
\]

and

\[
L^*(x) = \frac{B(x)^a}{x},
\]

then by (11) we obtain that
\[ \lim_{x \to \infty} L(x) L^*(x) = 1. \]

Since obviously \( L(x) \) is a slowly varying function, it follows from Theorem 4 that \( L^*(x) \) is also a slowly varying function of \( x \) and is asymptotically uniquely determined by \( L(x) \).

Let \( k_1(x) = \left[ T(x) \right]^{1/\alpha} \) and \( k_{n+1}(x) = k_1(xk_n(x)) \) for \( n = 1, 2, \ldots \). If \( k_{n+1}(x) \sim k_n(x) \) for some \( n \) as \( x \to \infty \), then \( L^*(x) \sim k_n(x) \) as \( x \to \infty \).

Finally, by (13) it follows that

\[ B(x) = x^{1/\alpha} L^*(x^{1/\alpha}) \]

satisfies all the requirements, and furthermore \( B(x) \) is asymptotically uniquely determined by (11).
9. Abelian and Tauberian Theorems. The Abelian and Tauberian theorems for power series and for Laplace-Stieltjes transforms mentioned in this section have many useful applications in the theory of probability.

The Abelian theorems for power series are concerned with a sequence of real or complex numbers \( a_0, a_1, \ldots, a_n, \ldots \). Let us define

\[
(1) \quad f(z) = \sum_{n=0}^{\infty} a_n z^n
\]

as the generating function of the sequence \( \{a_n\} \).

First, in 1826 N. H. Abel [108 p. 314] proved the following theorem.

**Theorem 1.** If the series

\[
(2) \quad \sum_{n=0}^{\infty} a_n
\]

is convergent, then the power series (1) is convergent in the unit circle \( |z| < 1 \) and

\[
(3) \quad \lim_{z \to 1-0} f(z) = \sum_{n=0}^{\infty} a_n
\]

whenever \( z \) approaches 1 through the real axis in the unit circle \( |z| < 1 \).

In 1875 O. Stolz [224] demonstrated that if (2) is convergent, then (3) holds whenever \( z \) approaches 1 through a straight line lying in the circle \( |z| < 1 \).

In 1920 G. H. Hardy and J. E. Littlewood [155] remarked that if (2) is convergent, then (3) holds whenever \( z \) approaches 1 through a Jordan curve which lies between two chords of the unit circle, meeting at \( z = 1 \).
However, (4) does not necessarily hold even if \( z \) approaches 1 through a Jordan curve which lies in the unit circle and which possesses a continuously turning tangent at every point except \( z = 1 \), but \( \arg(1-z) \) tends either to \( \pi/2 \) or \( -\pi/2 \).

If we apply Theorem 1 to the sequence \( a_0, a_1 - a_0, a_2 - a_1, \ldots \), then we obtain the following version of Theorem 1.

**Theorem 2.** If the limit

\[
\lim_{n \to \infty} a_n = A
\]

exists, then (1) is convergent in the unit circle \( |z| < 1 \), and

\[
\lim_{z \to 1^{-}} (1-z)f(z) = A.
\]

In 1880 G. Frobenius \([137]\) demonstrated that in Theorem 2 the condition (4) could be replaced by the weaker condition

\[
\lim_{n \to \infty} \frac{a_0 + a_1 + \ldots + a_n}{n} = A.
\]

In 1878 P. Appell \([113]\) proved the following generalization of Theorem 2.

**Theorem 3.** If the limit

\[
\lim_{n \to \infty} \frac{a_n}{n^{\alpha}} = \frac{A}{\Gamma(\alpha+1)}
\]

exists for some \( \alpha > -1 \), then (1) is convergent in the unit circle \( |z| < 1 \).
and

\[ \lim_{z \to 1^-} (1-z)^{\alpha+1} f(z) = A. \]  

In 1901 A. Pringsheim [211] proved that if in Theorem 3 we replace the condition (7) by the weaker condition

\[ \lim_{n \to \infty} \frac{a_0 + a_1 + \ldots + a_n}{n^\alpha} = \frac{A}{\Gamma(\alpha+1)}, \]

for \( \alpha > -1 \), then we have

\[ \lim_{z \to 1^-} (1-z)^\alpha f(z) = A. \]

We note that Theorem 3 remains valid for complex \( \alpha \) with \( \text{Re}(\alpha) > -1 \).

Theorem 3 does not cover the case \( \alpha = -1 \); however, if

\[ \lim_{n \to \infty} n a_n = B, \]

then by a result of E. Lasker [194] we have

\[ \lim_{z \to 1^-} f(z) = B. \]

We can generalize Theorem 3 in the following way.

**Theorem 4.** If the limit

\[ \lim_{n \to \infty} \frac{a_n}{n^\alpha L(n)} = \frac{A}{\Gamma(\alpha+1)}, \]

exists for some \( \alpha > -1 \) where \( L(z) \) is a slowly varying function of \( z \).
at \( z \to \infty \), then (1) is convergent in the unit circle \(|z| < 1\), and

\[
\lim_{z \to 1-0} \frac{(1-z)^{a+1} f(z)}{L(1/(1-z))} = A.
\]

In 1901 E. Lasker [194] proved that Theorem 4 is true if

\[
L(z) = (\log z)^{a_1} (\log_2 z)^{a_2} \cdots (\log_r z)^{a_r}
\]

where \( a_1, a_2, \ldots, a_r \) arbitrary real numbers. He also proved that if

\[
\lim_{n \to \infty} \frac{n^a}{L(n)} = B
\]

where \( L(z) \) is given by (15) with \( a_1 = a_2 = \cdots = a_{k-1} = -1 \) and \( a_k > -1 \)

\((1 \leq k \leq r)\), then

\[
\lim_{z \to 1-0} (\log_k \frac{1}{1-z})^{-a_k} (\log_{k+1} \frac{1}{1-z})^{-a_{k+1}} \cdots (\log_r \frac{1}{1-z})^{-a_r} f(z) = B/a_{k+1}.
\]

In 1904 A. Pringsheim [212] proved Theorem 4 for increasing and decreasing slowly varying functions \( L(z) \).

By adopting Lasker's method and by referring to Theorem 8.2 in the Appendix we can easily prove Theorem 4 in the general case. We shall only sketch a proof. If \( z \to 1 \) through real numbers \(<1\), then by (13) we have

\[
f(z) \sim \frac{A}{\Gamma(a+1)} \sum_{n=a}^{\infty} L(n)n^a z^a \sim \frac{A}{\Gamma(a+1)} \int_0^\infty L(u)u^a z^u du
\]
where $a$ is some positive number. Let us put $z = (p-1)/p$ and $u = pv$ in (18). If $z + 1$, then $p \to \infty$, and by (18) we have

$$f(z) \sim \frac{A L(p) p^{a+1}}{\Gamma(a+1)} \int_0^\infty \frac{L(p)}{L(p)} \left(1 - \frac{1}{p}\right)^P v^a dv \sim$$

$$\sim \frac{A L(p) p^{a+1}}{\Gamma(a+1)} \int_0^\infty e^{-v} v^a dv = \frac{A L(p) p^{a+1}}{(1-z)^{a+1}}.$$

This proves (14). We note that Theorem 4 remains valid for complex $\alpha$ with $\text{Re}(\alpha) > -1$.

The Tauberian theorems for power series are concerned with the converse of the Abelian theorems.

First, in 1897 A. Tauber [236] proved the converse of Theorem 1.

Theorem 5. If the series

$$f(z) = \sum_{n=0}^\infty a_n z^n$$

is convergent for $|z| < 1$, if the limit

$$\lim_{z \to 1^-} f(z)$$

exists as $z \to 1$ through real numbers $< 1$, and if

$$\lim_{n \to \infty} \frac{1}{n} \sum_{k=1}^n ka_k = 0,$$

then

$$\sum_{n=0}^\infty a_n$$

is convergent and is equal to the limit (21).
The example $a_0 = 1$, $a_1 = -1$, $a_2 = 1$, $a_3 = -1, \ldots$ shows that the converse of Theorem 1 is false without making some additional restrictions on the sequence $\{a_n\}$. Actually A. Tauber proved that the conditions in Theorem 5 are necessary and sufficient. If $\lim (23)$ is convergent, then by Theorem 1 (20) is convergent for $|z| < 1$, and the limit (21) exists and by a theorem of L. Kronecker [187] (22) is satisfied too.

If we apply Theorem 5 to the sequence $a_0, a_1 - a_0, a_2 - a_1, \ldots$, then we obtain the following version of Theorem 5.

Theorem 6. If the series

$$f(z) = \sum_{n=0}^{\infty} a_n z^n$$

is convergent for $|z| < 1$, if the limit

$$\lim_{z \to 1} (1-z)f(z) = A$$

exists as $z \to 1$ through real numbers $< 1$, and if

$$\lim_{n \to \infty} \frac{a_0 + a_1 + \ldots + a_n}{n} - a_n = 0$$

then

$$\lim_{n \to \infty} a_n = A.$$ 

Obviously (26) is satisfied if

$$\lim_{n \to \infty} n(a_n - a_{n-1}) = 0.$$
In 1900 A. Pringsheim [210] proved that in Theorem 6 the condition (26) can be replaced by the condition that $a_{n-1} \leq a_n$ for $n = 1, 2, \ldots$.

In 1911 J. E. Littlewood [195] proved that in Theorem 6, (26) can be replaced by the condition that

$$(29) \quad |n(a_n - a_{n-1})| < K$$

for $n = 1, 2, \ldots$ where $K$ is some positive constant. The condition (29) was suggested in 1910 by G.H. Hardy [144 p.308].

In 1912 G. H. Hardy and J. E. Littlewood [151] remarked that in Theorem 6 the condition (26) can be replaced by the hypothesis that $a_n$ $(n = 0, 1, 2, \ldots)$ are real and

$$(30) \quad n(a_n - a_{n-1}) > -K$$

for $n = 1, 2, \ldots$ where $K$ is some positive constant. This was already observed in 1910 by E. Landau [191].

For this last result a simple proof was given in 1930 by J. Karamata [172]. (See also E. C. Titchmarsh [238 pp. 227-229].) For other proofs see H. Wielandt [242] and S. Izumi [169].

Further generalizations of Theorem 6 have been given by E. Landau [192] and R. Schmidt [222]. In 1925 R. Schmidt [222] proved that in Theorem 6 the condition (26) can be replaced by the hypothesis that $a_n$ $(n = 0, 1, 2, \ldots)$ are real and

$$(31) \quad \lim \inf (a_n - a_m) \geq 0$$

when $n > m$ and $m$ and $n$ tend to infinity in such a way that $m/n \to 1$. 
See also T. Vijayaraghavan [239].

In 1914 G. Hardy and J. E. Littlewood [153] proved the following converse of Theorem 4.

**Theorem 7.** Let us suppose that $a_n$ (n = 0, 1, 2, ...) are real numbers, the series

$$f(z) = \sum_{n=0}^{\infty} a_n z^n$$

is convergent for $|z| < 1$, and the limit

$$\lim_{z \to 1^-} \frac{(1-z)^{\alpha+1} f(z)}{L(1/(1-z))} = A$$

exists as $z \to 1$ through real numbers < 1 for some $\alpha > 0$ where $L(z)$ is a slowly varying function of $z$ at $z \to \infty$.

If either

$$a_n - a_{n-1} \geq 0$$

for $n = 1, 2, ...$ and $\alpha > 0$, or

$$n(a_n - a_{n-1}) > -K n^\alpha L(n)$$

for $n = 1, 2, ..., \alpha > 0$ and $K$ is a positive constant, then

$$\lim_{n \to \infty} \frac{a_n}{n^{\alpha} L(n)} = \frac{A}{\Gamma(\alpha+1)}.$$

In proving this theorem G. H. Hardy and J. E. Littlewood [153] assumed that the function $L(z)$ is of the form of (15). However, their
proof can easily be extended to the general case.

Abelian and Tauberian theorems have been proved for Dirichlet's series too. In his studies in the theory of numbers P. G. L. Dirichlet [125], [127 p. 252 and pp. 371-379] encountered the following type of series

\[ \mu(s) = \sum_{n=0}^{\infty} a_n e^{-\lambda_n s} \]

where \( \{\lambda_n\} \) is an increasing sequence of nonnegative real numbers for which \( \lim_{n \to \infty} \lambda_n = \infty \) and \( s \) is a complex number. If \( \lambda_n = n \), then \( \mu(s) \) reduces to a power series in \( e^{-s} \). If \( \lambda_n = \log(n+1) \), then (37) is called an ordinary Dirichlet's series. For the theory of Dirichlet's series we refer to E. Landau [190 pp. 721-882] and G. H. Hardy and M. Riesz [160].

By the investigation of E. Landau [188], [190], J. E. Littlewood [195], and G. H. Hardy and J. E. Littlewood [153], [154], [156], [159] and others we have several Abelian and Tauberian theorems for Dirichlet's series.

Theorem 1 has the following extension for Dirichlet's series.

**Theorem 8.** If the series

\[ \sum_{n=0}^{\infty} a_n \]

is convergent, then (37) is convergent in the half-plane \( \Re(s) > 0 \) and
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(39) \[ \lim_{s \to 0} \mu(s) = \sum_{n=0}^{\infty} a_n \]

whenever \( s \) approaches 0 through positive real numbers or through complex numbers lying in the sector \( \{ s = re^{i\phi} : r > 0, |\phi| < \frac{\pi}{2} \} \).

For the proof of this theorem see R. Dedekind ([127 p. 374]), E. Cahen [122] and E. Landau [190 pp. 737-742].

The converse of Theorem 8 is not valid without making some restrictions on the sequence \( \{a_n\} \). As an extension of Theorem 5 we have the following result.

**Theorem 9.** If the series (37) is convergent for \( \Re(s) > 0 \), if the limit \( \lim_{s \to 0} \mu(s) = A \) exists as \( s \to 0 \) through positive real numbers, if \( \lim_{n \to \infty} \lambda_n = 0 \) and if

(40) \[ \lim_{n \to \infty} \frac{\lambda_n a_n}{n^{1/\lambda_n - 1}} = 0 \]

then

(41) \[ \sum_{n=0}^{\infty} a_n \]

is convergent and is equal to \( A \).

This theorem is due to E. Landau [188]. In 1911 J. E. Littlewood [195] proved that (40) can be replaced by the conditions \( \lim_{n \to \infty} \lambda_{n-1}/\lambda_n = 1 \) and

(42) \[ |a_n| < K \left( \frac{\lambda_{n-1}}{\lambda_n} \right)^n \]

for \( n = 1, 2, \ldots \) where \( K \) is a positive constant. In 1914 G.H. Hardy and J.E. Littlewood [153,154] proved that if \( \{a_n\} \) is a sequence of real numbers, then
in Theorem 9 the hypothesis (41) can be replaced by \( \lim_{n \to \infty} \lambda_{n-1}/\lambda_n = 1 \) and

\[
(43) \quad a_n > -K \frac{\lambda_{n-1}}{\lambda_n}
\]

for \( n = 1, 2, \ldots \) where \( K \) is some positive constant.

Further generalizations of Theorem 9 have been given by E. Landau [192] and R. Schmidt [222].

Theorem 4 and Theorem 7 have also analog extensions for Dirichlet's series.

We can consider the Dirichlet's series (37) as a particular Laplace-Stieltjes integral. If we define

\[
(44) \quad m(x) = \begin{cases} 
0 & \text{for } x < \lambda_0 \\
\lambda_0 + \lambda_1 + \ldots + \lambda_n & \text{for } \lambda_n \leq x < \lambda_{n+1}, (n = 0, 1, 2, \ldots) 
\end{cases}
\]

then (37) can be expressed as

\[
(45) \quad \mu(s) = \int_0^\infty e^{-sx} \, dm(x).
\]

Most of the Abelian and Tauberian theorems valid for step functions \( m(x) \) can be extended to more general functions \( m(x) \).

In what follows we assume that \( m(x) \) is a real function defined on the interval \([0, \infty)\) and is of bounded variation in every finite interval. In this case the integral

\[
(46) \quad \mu(s) = \int_0^\infty e^{-sx} \, dm(x) = s \int_0^\infty e^{-sx} \, m(x) \, dx
\]

is called the Laplace-Stieltjes transform of \( m(x) \).
For the Laplace-Stieltjes transform $\mu(s)$ we have the following Abelian and Tauberian theorems.

**Theorem 10.** If

$$\lim_{x \to \infty} m(x) = A$$

exists, then $\mu(s)$ is convergent for $\text{Re}(s) > 0$ and

$$\lim_{s \to +0} \mu(s) = A$$

whenever $s$ approaches 0 through positive real numbers or through complex numbers lying in the sector \( \{ s = re^{i\phi} : r > 0, |\phi| < c < \frac{\pi}{2} \} \).

This theorem is analogous to Theorem 1 and is an easy extension of Theorem 8. More generally we have the following theorem.

**Theorem 11.** If

$$\lim_{x \to \infty} \frac{m(x)}{x^a} = \frac{A}{\Gamma(a+1)}$$

exists for some $a > -1$, then $\mu(s)$ is convergent for $\text{Re}(s) > 0$ and

$$\lim_{s \to +0} s^a \mu(s) = A$$

whenever $s$ approaches 0 through positive real numbers or through complex numbers lying in the sector \( \{ s = re^{i\phi} : r > 0, |\phi| < c < \frac{\pi}{2} \} \).

This theorem is an easy extension of Theorem 3. For its proof see G. H. Hardy and J. E. Littlewood [159 p.27], D. V. Widder [241 p. 182]
Theorem 4 has the following extension for Laplace–Stieltjes transforms. (See G. Doetsch [131 p. 460].)

Theorem 12. If

$$\lim_{x \to \infty} \frac{m(x)}{x^\alpha L(x)} = \frac{A}{\Gamma(\alpha+1)}$$

exists for some $\alpha > -1$, where $L(x)$ is a slowly varying function of $x$ at $x \to \infty$, then $\mu(s)$ is convergent in the domain $\text{Re}(s) > 0$, and

$$\lim_{s \to +0} \frac{s^\alpha \mu(s)}{L(1/s)} = A$$

whenever $s$ approaches 0 through positive real numbers or through complex numbers lying in the sector $\{s = re^{i\phi} : r > 0, |\phi| < c < \frac{\pi}{2}\}$.

Specifically, if we make some restrictions on the function $m(x)$ then the converse of Theorems 10, 11, and 12 is also true. In what follows we shall consider only the case when $m(x)$ is a nonnegative and nondecreasing function of $x$.

Theorem 13. If $m(x)$ $(0 \leq x < \infty)$ is a nonnegative and nondecreasing function of $x$, if $\mu(s)$ is convergent for $\text{Re}(s) > 0$, and if for some $\alpha \geq 0$

$$\lim_{s \to +0} s^\alpha \mu(s) = A$$

whenever $s$ approaches 0 through positive real numbers, then
This theorem was proved in 1907 by E. Landau [188] in the particular case where \( a = 0 \). See also E. Landau [193]. In 1914 G. H. Hardy and J. E. Littlewood [153], [154] proved this theorem in the case where \( m(x) \) is given by (44) where \( a_0, a_1, a_2, \ldots \) are nonnegative real numbers and \( \lim_{n \to \infty} \frac{\lambda_{n+1}}{\lambda_n} = 1 \). In 1921 G. Doetsch [128] proved Theorem 13 for \( \alpha = 1 \). From the above mentioned results of Hardy and Littlewood in 1927 E. C. Titchmarsh [237] draw the conclusion that Theorem 13 is generally true. This was proved in 1929 by O. Szász [229], [230] and in 1930 by G. H. Hardy and J. E. Littlewood [159]. O. Szász [230] demonstrated also that if we assume only that

\[
(55) \quad \lim \inf [m(y) - m(x)] \geq 0
\]

when \( y > x \) and \( x \) and \( y \) tend to infinity in such a way that \( y/x \to 1 \), then Theorem 13 remains valid unchangedly. For the proof of Theorem 13 see also D. V. Widder [241 p. 192].

In 1931 J. Karamata [174] generalized Theorem 13. As a particular case of Karamata's theorem we have the following result. See also G. H. Hardy [148 p. 166] and G. Doetsch [131 p. 511].

Theorem 14. If \( m(x) \) \((0 \leq x < \infty)\) is a nonnegative and nondecreasing function of \( x \), if \( \mu(s) \) is convergent for \( \text{Re}(s) > 0 \), and if
\( \lim_{s \to +0} \frac{s^\alpha \mu(s)}{L(1/s)} = A \)

exists as \( s \) approaches 0 through positive real numbers for some \( \alpha > 0 \)

where \( L(x) \) is a slowly varying function of \( x \) at \( x \to \infty \), then

\( \lim_{x \to \infty} \frac{m(x)}{x^\alpha L(x)} = \frac{A}{\Gamma(\alpha + 1)} \).

In generalizing a result of E. Landau [190 p. 874] in 1930, S. Ikehara [165] proved a useful Tauberian theorem which, according to N. Wiener [246 pp. 44-45] and S. Bochner [117], can be formulated in the following way.

**Theorem 15.** If \( m(x) (0 < x < \infty) \) is a nonnegative and nondecreasing function of \( x \), if \( \mu(s) \) is convergent for \( \Re(s) > 1 \) and if there exists a constant \( A \) such that the function

\( \mu(s) = \frac{A}{s - 1} \)

approaches a finite limit uniformly on every finite interval of the line \( \Re(s) = 1 \) as \( \Re(s) \to 1 + 0 \), then

\( \lim_{x \to \infty} \frac{m(x)}{e^x} = A \).

See also H. Heilbronn and E. Landau [162], N. Wiener and H. R. Pitt [249], D. A. Raikov [213] and N. I. Achiezer [109 p. 238].

In 1928 N. Wiener [244] introduced a new method for proving Tauberian theorems. His fundamental theorem is as follows:
Theorem 16. Let \( f(x) \) be a bounded measurable function, defined over \((-\infty, \infty)\). Let \( K_1(x) \) be a function in \( L_1 \), and let

\[
\int_{-\infty}^{\infty} K_1(x) dx \neq 0
\]

for every real \( u \). Let

\[
\lim_{x \to \infty} \int\int_{-\infty}^{\infty} f(u)K_1(u-x) du = A \int_{-\infty}^{\infty} f(u)K_1(u) du.
\]

Then if \( K_2(x) \) is any function in \( L_1 \),

\[
\lim_{x \to \infty} \int\int_{-\infty}^{\infty} f(u)K_2(u-x) du = A \int_{-\infty}^{\infty} f(u)K_2(u) du.
\]

Conversely, let \( K_1(x) \) be a function of \( L_1 \), and let

\[
\int_{-\infty}^{\infty} K_1(x) dx \neq 0.
\]

Let (61) imply (62) whenever \( K_2(x) \) belongs to \( L_1 \) and \( f(x) \) is bounded. Then (60) holds.

See N. Wiener [246 p. 25]. For some extensions and applications of Theorem 16 see H. R. Pitt [201], [202], [203], [204], [206].


In 1861 E. Rouché [267] found a very useful theorem in the theory of complex variables which we present here in a slightly more general form.
Theorem 1. If \( f(z) \) and \( g(z) \) are regular functions of \( z \) in a domain \( D \) (open connected set), continuous on the closure of \( D \) and satisfy \(|g(z)| < |f(z)|\) on the boundary of \( D \), then \( f(z) \) and \( f(z) + g(z) \) have the same number of zeros in \( D \).

For the proof of this theorem we refer to S. Saks and A. Zygmund [269 p. 157] and E. C. Titchmarsh [272 pp. 116-117].

In 1768 J. L. Lagrange [261] proved the following expansion.

Theorem 2. Let \( g(z) \) be a regular function of \( z \) in the domain \( D \) and continuous on the closure of \( D \). Let \( a \) be a point of \( D \) and let \( w \) be such that the inequality

\[
|wg(z)| < |z-a|
\]

is satisfied on the boundary of \( D \). Then the equation

\[
\zeta = a + wg(\zeta)
\]

regarded as an equation in \( \zeta \), has exactly one root in \( D \). If \( f(z) \) is a regular function of \( z \) in \( D \), then we have

\[
f(\zeta) = f(a) + \sum_{n=1}^{\infty} \frac{w^n}{n!} \frac{d^{n-1}f'(a)[g(a)]^n}{da^{n-1}}.
\]

For the proof of this theorem we refer to E. T. Whittaker and G. N. Watson [273 pp. 128-133]. Some generalizations of this theorem were given in 1799 by H. Bürmann [262] and in 1900 by F. G. Teixeira [271]. See also C. A. Dixon [256], H. Bateman [250], and E. T. Whittaker and G. N. Watson [273 pp. 128-133].
Finally, we mention the following simple but useful theorem.

**Theorem 3.** If \( f(z) \) is regular for all finite values of \( z \) and

\[
\lim_{{|z| \to \infty}} \frac{f(z)}{z^k} = 0
\]

for some \( k > 0 \), then \( f(z) \) is a polynomial of degree \( < k \).

The above theorem was found in 1892 by J. Hadamard [258 pp. 118-119]. See also E. C. Titchmarsh [272 pp. 85-86]. This theorem is a generalization of the following theorem: If a function is regular for all finite values of \( z \) and is bounded, then it is constant. This latter theorem was found in 1844 by A. Cauchy [254]. C. W. Borchardt [252] named it Liouville's theorem because he heard it in a lecture of J. Liouville in 1847. See also A. Cauchy [255].
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