47. Basic Theorems. We start this section with the definition of a stochastic process. Let \((\Omega, \mathcal{B}, P)\) be a probability space where \(\Omega\) is the sample space with sample points \(\omega \in \Omega\), \(\mathcal{B}\) is a \(\sigma\)-algebra of subsets of \(\Omega\), and \(P\) is a probability measure defined on \(\mathcal{B}\). We may assume without loss of generality that the probability space \((\Omega, \mathcal{B}, P)\) is complete. A probability space \((\Omega, \mathcal{B}, P)\) is said to be complete if \(A \in \mathcal{B}\), \(P(A) = 0\) and \(B \subset A\) imply that \(B \in \mathcal{B}\). Every probability space can always be completed. Let \(T\) be an infinite parameter (index) set. For each \(t \in T\) let \(\xi(t) = \xi(t, \omega)\) be a random variable defined on \(\Omega\), that is, for each \(t \in T\), \(\xi(t, \omega)\) is a measurable function of \(\omega\) with respect to \(\mathcal{B}\). We say that the family of random variables \(\{\xi(t), t \in T\}\) forms a stochastic process. That is, a stochastic process is any infinite family of random variables \(\{\xi(t), t \in T\}\).

In this section we shall consider only real stochastic processes, but more generally we can consider also complex, vector or abstract stochastic processes.

In most applications \(t\) can be considered as time and then \(T\) is the time range involved. If \(T\) is an infinite sequence, e.g., \(T = \{0, 1, 2, \ldots\}\) or \(T = \{\ldots, -1, 0, 1, \ldots\}\), then \(\{\xi(t), t \in T\}\) is called a discrete parameter stochastic process. If \(T\) is a finite or infinite interval, e.g.,
T = [0,1], T = [0,∞) or T = (-∞, ∞), then \{ξ(t), t ∈ T\} is called a continuous parameter stochastic process.

For any fixed \( \omega \in \Omega \) the function \( ξ(t) = ξ(t, \omega) \) defined for \( t ∈ T \) is called a sample function of the process.

For any finite subset \( (t_1, t_2, \ldots, t_n) \) of the parameter set \( T \), the joint distribution function of the random variables \( ξ(t_1), ξ(t_2), \ldots, ξ(t_n) \) is called a finite dimensional distribution function of the process. The finite dimensional distribution functions of the process,

\[ F_{t_1, t_2, \ldots, t_n}(x_1, x_2, \ldots, x_n) = P(ξ(t_1) ≤ x_1, ξ(t_2) ≤ x_2, \ldots, ξ(t_n) ≤ x_n), \]

defined for all finite sets \( (t_1, t_2, \ldots, t_n) \subset T \) and for all real \( x_1, x_2, \ldots, x_n \), are the basic distributions and we shall classify stochastic processes according to the properties of their finite dimensional distribution functions.

It is obvious that the distribution functions \( F_{t_1, t_2, \ldots, t_n}(x_1, x_2, \ldots, x_n) \) defined by (1) must be consistent in the sense that if \( (i_1, i_2, \ldots, i_n) \) is a permutation of \( (1, 2, \ldots, n) \), then

\[ F_{t_{i_1}, t_{i_2}, \ldots, t_{i_n}}(x_{i_1}, x_{i_2}, \ldots, x_{i_n}) = F_{t_1, t_2, \ldots, t_n}(x_1, x_2, \ldots, x_n), \]

and if \( 1 ≤ m < n \), then

\[ F_{t_1, t_2, \ldots, t_m}(x_1, x_2, \ldots, x_m) = \lim_{x_{i_{m+1}} \to -∞} F_{t_1, t_2, \ldots, t_n}(x_1, x_2, \ldots, x_n) \]

for all \( t_{m+1}, \ldots, t_n \).
A. N. Kolmogorov [55] proved that the consistency conditions (2) and (3) are the only conditions which the finite dimensional distributions of a stochastic process should satisfy. Kolmogorov's result can be formulated in the following way.

Theorem 1. If the distribution functions

\[ F_{t_1, t_2, \ldots, t_n}(x_1, x_2, \ldots, x_n) \]

are defined for any finite subset \((t_1, t_2, \ldots, t_n)\) of a parameter set \(T\), and if they satisfy the conditions (2) and (3), then there exists a probability space \((\Omega, B, P)\) and a family of random variables \(\xi(t) = \xi(t, \omega) (t \in T, \omega \in \Omega)\) such that

\[ F(t_1, t_2, \ldots, t_n; x_1, x_2, \ldots, x_n) = F_{t_1, t_2, \ldots, t_n}(x_1, x_2, \ldots, x_n) \]

for every finite subset \((t_1, t_2, \ldots, t_n)\) of \(T\).

Proof. In what follows we shall introduce some convenient terminology and reformulate the theorem in the new terminology.

The set \(R = (-\infty, \infty)\) of all finite real numbers \(\omega\) is called a real line. A set \(A\) in \(R\) is called an elementary set if it can be represented as the union of a finite number of intervals in \(R\). Denote by \(B\) the minimal \(\sigma\)-algebra which contains all the intervals in \(R\). The elements of \(B\) are called Borel sets in \(R\).

Let \(T\) be a parameter set and for each \(t \in T\) let \(R_t\) be a real line with points \(\omega_t\). We define the product space...


(6) \[ R_T = \prod_{t \in T} R_t \]

as the space with points \( \omega_T = (\omega_t, t \in T) \) where \( \omega_t \in R_t \). A set

(7) \[ A_T = \prod_{t \in T} A_t \]

with points \( \omega_T = (\omega_t, t \in T) \) where \( \omega_t \in A_t \) is called a product set in \( R_T \).

Let \( T_n = (t_1, t_2, \ldots, t_n) \) be a finite subset of the parameter set \( T \). A set \( A_{T_n} \) in the product space \( R_{T_n} \) is called an elementary set if it can be represented as the union of a finite number of such \( n \)-dimensional intervals in \( R_{T_n} \) whose sides are parallel to the coordinate axes. Denote by \( \mathcal{B}_{T_n} \) the minimal \( \sigma \)-algebra which contains all these \( n \)-dimensional intervals in \( R_{T_n} \). The elements of \( \mathcal{B}_{T_n} \) are called Borel sets in \( R_{T_n} \).

Let \( A_{T_n} \) be a set in the product space \( R_{T_n} \). The set

(8) \[ A_{T_n} \times R_{T-T_n} \]

is called a cylinder set in \( R_T \) with base \( A_{T_n} \). If \( A_{T_n} \) is a Borel set in \( R_{T_n} \), then (8) is called a Borel cylinder. If \( A_{T_n} \) is a product set in \( R_{T_n} \), then (8) is called a product cylinder.

The minimal \( \sigma \)-algebra which contains all the Borel cylinders in \( R_T \) is called the product \( \sigma \)-algebra of \( \mathcal{B}_t \) for \( t \in T \) and is denoted by

(9) \[ \mathcal{B}_T = \prod_{t \in T} \mathcal{B}_t \].
If \( P_T \) is a probability measure defined on \( \mathcal{B}_T \), that is, if \( (\Omega_T, \mathcal{B}_T, P_T) \) is a probability space, and if \( T_n = (t_1, t_2, \ldots, t_n) \) is any finite subset of \( T \), then we can define a probability measure \( \tilde{P}_{T_n} \) on \( \mathcal{B}_{T_n} \) by assigning

\[
P_{T_n}(A_{T_n}) = P_T(A_{T_n} \times R_{T_n-T_n})
\]

to every Borel set \( A_{T_n} \) in \( R_{T_n} \). The probability measure \( \tilde{P}_{T_n} \) is called the marginal probability or the projection of \( P_T \) on \( R_{T_n} \).

In what follows we shall prove that there is a unique probability measure \( \tilde{P}_{T_n} \) defined on \( \mathcal{B}_T \) for which

\[
P_T(A_T) = P(t_1, t_2, \ldots, t_n (x_1, x_2, \ldots, x_n)
\]

whenever \( A_T = A_{T_n} \times R_{T-T_n} \) with

\[
A_{T_n} = \{(\omega_{t_1}, \omega_{t_2}, \ldots, \omega_{t_n}) : \omega_{t_i} \leq x_i \text{ for } i = 1, 2, \ldots, n\}
\]

and \( T_n = (t_1, t_2, \ldots, t_n) \) is any finite subset of \( T \). This implies that if we consider the probability space \( (\Omega_T, \mathcal{B}_T, P_T) \) and if we define the random variables \( \xi(t) \) for \( t \in T \) by

\[
\xi(t) = \xi(t, \omega_t) = \omega_t
\]

where \( \omega_T = (\omega_t, t \in T) \), then we have

\[
P_{T}(\xi(t_1) \leq x_1, \xi(t_2) \leq x_2, \ldots, \xi(t_n) \leq x_n) = P(t_1, t_2, \ldots, t_n (x_1, x_2, \ldots, x_n)
\]
for all finite subsets \((t_1, t_2, \ldots, t_n)\) of \(T\). By proving the above formulated statement we shall have proved Theorem 1.

We note that for every finite subset \(T_n = (t_1, t_2, \ldots, t_n)\) of \(T\) the distribution function \(F_{t_1, t_2, \ldots, t_n}(x_1, x_2, \ldots, x_n)\) uniquely determines a probability measure \(\sim_{T_n}^T\) on \(E_n\) in such a way that \(\sim_{T_n}^T(A_n) = F_{t_1, t_2, \ldots, t_n}(x_1, x_2, \ldots, x_n)\) whenever \(A_n = \{(w_1, w_2, \ldots, w_n): w_i \leq x_i \text{ for } 1 \leq i \leq n\}\). (See Theorem 2.2 in the Appendix.) Thus the distribution function \(F_{t_1, t_2, \ldots, t_n}(x_1, x_2, \ldots, x_n)\) induces a probability measure \(\sim_{T_n}^T\) on \((R_n, E_n, \sim_{T_n}^T)\). If we define \(\xi(t_i) = \xi(t_1, w_{t_1}^n) = \omega_i\) for \(w_{t_1}^n = (\omega_1, \omega_2, \ldots, \omega_n)\) and \(i = 1, 2, \ldots, n\), then the random variables \(\xi(t_1), \xi(t_2), \ldots, \xi(t_n)\) have the joint distribution function \(F_{t_1, t_2, \ldots, t_n}(x_1, x_2, \ldots, x_n)\).

By the assumptions (2) and (3) the probabilities \(\sim_{T_n}^T\) are consistent in the following sense. If \(T_n = (t_1, t_2, \ldots, t_n)\) and \(T_m = (t_1, t_2, \ldots, t_m)\), where \(1 \leq m < n\), are finite subset of \(T\), then the projection of \(\sim_{T_n}^T\) on \(R_m\) coincides with \(\sim_{T_m}^T\).

Theorem 1 states that consistent probabilities \(\sim_{T_n}^T\) on all finite product \(\sigma\)-algebras \(E_n\) determined uniquely a probability \(\sim_T^T\) on the \(\sigma\)-algebra \(E_T\) in such a way that every \(\sim_{T_n}^T\) is a projection of \(\sim_T^T\) on \(R_n\).

Now we are going to prove this last statement.

Denote by \(C_T\) the space of all those product cylinders \(A_n \times R_{T-T_n}\) for
which \( T_n = (t_1, t_2, \ldots, t_n) \) is any finite subset of \( T \) and \( A_{T_n} \) is the union of a finite number of product sets of the form \( X A_{t_1} \) where each \( A_{t_1} \) is an elementary set in \( R_{t_1} \) or equivalently each \( A_{t_1} \) is an interval in \( R_{t_1} \).

To every set \( A_n \times R_{T_n-T_n} \) in \( C_T \), let us assign the probability

\[
P_T(A_n \times R_{T_n-T_n}) = P_T\{A_n\}
\]

which is uniquely determined by \( P_{t_1, t_2, \ldots, t_n}(x_1, x_2, \ldots, x_n) \).

It is easy to see that \( C_T \) is an algebra of subsets of \( R_T \) and \( P_T \) is a non-negative and finitely additive set function on \( C_T \). Obviously \( P_T(R_T) = 1 \).

Next we shall prove that \( P_T \) is \( \sigma \)-additive on \( C_T \). Since \( P_T \) is finitely additive on \( C_T \), it is sufficient to prove that \( P_T \) is continuous at the empty set, and this implies \( \sigma \)-additivity. Having proved that \( P_T \) is \( \sigma \)-additive on \( C_T \), by Carathéodory's extension theorem (see Theorem 1.2 in the Appendix) we can extend the definition of \( P_T \) to \( B_T \), the minimal \( \sigma \)-algebra which contains \( C_T \), in such a way that \( P_T \) remains a nonnegative and \( \sigma \)-additive set function and the extension is unique.

Now let us prove that \( P_T \) when defined on \( C_T \) is continuous at the empty set, that is, if \( A_n \in C_T \) for \( n = 1, 2, \ldots, A_1 \supseteq A_2 \supseteq \ldots \supseteq A_n \supseteq \ldots \) and \( \lim_{n \to \infty} A_n = 0 \), then \( \lim_{n \to \infty} P_T(A_n) = 0 \).

Since every cylinder set depends only on a finite number of parameters, the set of all parameters involved in defining the \( \sigma \)-algebra \( \{A_n\} \) is countable. By interchanging, if necessary, the parameters and by including
or removing some cylinder sets we may assume without loss of generality that there is a sequence of parameters \( t_1, t_2, \ldots, t_n \) such that in the sequence \( \{A_n\} \) each set \( A_n \) is a cylinder set in \( \mathbb{R}^T \) with base \( B_n \) where \( B_n \) is the union of a finite number of intervals in \( \mathbb{R}^{t_1} \times \mathbb{R}^{t_2} \times \ldots \times \mathbb{R}^{t_n} \).

We shall prove the continuity of \( P^T \) at 0 by contradiction. We shall show that if \( \lim_{n \to \infty} P^T(A_n) = \epsilon > 0 \), then \( \lim_{n \to \infty} A_n = \bigcap_{n=1}^{\infty} A_n \) is not empty.

Accordingly, let us assume that

\[
P^T(A_n) = P^T(B_n) \geq \epsilon > 0
\]

for \( n = 1, 2, \ldots \) where \( T_n = (t_1, t_2, \ldots, t_n) \). We shall prove that \( \bigcap_{n=1}^{\infty} A_n \) is not empty.

To simplify notation let us write \( P = P^T \) and \( P_n = P^T_{B_n} \) for \( n = 1, 2, \ldots \).

The set function \( P_n \) is a probability on \( \mathbb{R}^{T_n} \). Thus \( P_n \) is \( \sigma \)-additive and therefore it is continuous on \( \mathbb{R}^{T_n} \). Consequently \( B_n \) contains a bounded and closed Borel set \( B_n^* \) such that

\[
P_n(B_n - B_n^*) < \frac{\epsilon}{2^{n+1}}.
\]

For \( B_n \) is the union of a finite number of intervals in \( \mathbb{R}^{T_n} \) and each constituent interval in \( B_n \) contains a bounded and closed interval whose

\( P_n \) - measure is arbitrarily near to the \( P_n \) - measure of the original interval.

If \( A_n^* \) denotes the cylinder set in \( \mathbb{R}^T \) with base \( B_n^* \), then by (17) we have

\[
P^T_n(A_n^* - A_n^*) = P^T_n(B_n - B_n^*) < \frac{\epsilon}{2^{n+1}}.
\]

Let \( C_n = A_n^* - A_n^* \). Since \( C_n \subseteq A_n^* \subseteq A_n \) and \( A_n \cap A_n^* = A_n \cap A_n^* + A_n \cap A_n^* + \ldots + A_n \cap A_n^* \), it follows that
By (16) we have $P(A_n) \geq \epsilon$ and therefore (19) implies that

$$P(C_n) > \frac{\epsilon}{2}$$

for $n = 1, 2, \ldots$. Thus $C_n$ is not empty and we can select in it a point $a(n) = (a_t(n), t \in T)$. Since $C_n \subseteq C_m$ if $n \geq m$, therefore $a(n) \in C_m$ if $n \geq m$. Hence

$$a_{t_1}(n), a_{t_2}(n), \ldots, a_{t_m}(n) \in B^*_m$$

for $n \geq m$. The set $B^*_m$ is bounded for every $m = 1, 2, \ldots$. Thus the sequence $(a(n))$ contains a subsequence $(a(n_k^{(1)}))$ for which $a_{t_1}(n_k^{(1)}) \rightarrow a_{t_1}$ as $k \rightarrow \infty$.

Furthermore, the sequence $(a(n_k^{(1)}))$ contains a subsequence $(a(n_k^{(2)}))$ for which $a_{t_2}(n_k^{(2)}) \rightarrow a_{t_2}$ as $k \rightarrow \infty$. Continuing in this way for each $i = 1, 2, \ldots$ we can define a sequence $(a(n_k^{(i-1)}))$ such that $(a(n_k^{(i-1)}))$ is a subsequence of $(a(n_k^{(i-1)}))$ and $a_{t_1}(n_k^{(1)}) \rightarrow a_{t_1}$ as $k \rightarrow \infty$. Then the diagonal sequence $(a(n_k^{(k)}))$ has the property that

$$\lim_{k \rightarrow \infty} a_{t_i}(n_k^{(k)}) = a_{t_i}$$

exists for $i = 1, 2, \ldots$. Let $a = (a_t, t \in T)$ where $a_t$ is defined by

$$a_t = 0, \text{ say, for } t \neq t_1 (i = 1, 2, \ldots).$$
Since \((a_{t_1}^{(k)}, a_{t_2}^{(k)}, \ldots, a_{t_m}^{(k)}) \in B_m^*\) for \(k = 1,2, \ldots\),
and since the set \(B_m^*\) is closed by (22) it follows that

\[
(a_{t_1}, a_{t_2}, \ldots, a_{t_m}) \in B_m^* \subseteq B_m
\]

and consequently \(a \in A_m = B_m \times R_{T-T_m}\) for \(m = 1,2, \ldots\). This proves that
\[
\bigcap_{m=1}^{\infty} A_m \text{ is not empty which was to be proved.}
\]

Accordingly, we have proved that the probability measure \(\mathcal{P}_T\) defined
by (15) on \(\mathcal{C}_T\) is \(\sigma\)-additive. By Carathéodory's extension theorem the
definition of \(\mathcal{P}_T\) can uniquely extended over \(B_T\) in such a way that \(\mathcal{P}_T\)
remains nonnegative and \(\sigma\)-additive. Thus there exists a probability space
\((R_T, B_T, \mathcal{P}_T)\) and every \(\mathcal{P}_T\) is a projection of \(\mathcal{P}_T\) on \(R_T^n\).

If we define the random variables \(\xi(t)\) for \(t \in T\) by \(\xi(t) = \xi(t, \omega_T) = \omega_T(t, t \in T)\), then (5) holds for every finite subset
\((t_1, t_2, \ldots, t_n)\) of \(T\). This completes the proof of Theorem 1.

Theorem 1 was proved in 1933 by A. N. Kolmogorov [55]. In some
particular cases, Theorem 1 can be deduced from some results found in 1917
by F. J. Daniell [21], [22] for integrals in a space of an infinite number
of dimensions. For the theory of abstract integrals we refer to M. Fréchet [43],
A. N. Kolmogorov [54] and B. Jessen [47].

In the above discussion we considered real stochastic processes. In
general we can consider vector stochastic processes or stochastic processes
taking values in a metric space and we can demonstrate that the appropriate
version of Theorem 1 is valid for such processes too. That is if we assume
that each \(R_t\) (\(t \in T\)) is a finite dimensional Euclidean space or a metric
space, if $\mathcal{B}_t$ denotes the class of Borel subsets of $\mathbb{R}_t$, that is, if $\mathcal{B}_t$ is the minimal $\sigma$-algebra which contains all the open sets in $\mathbb{R}_t$, and if $\mathbb{P}_{\mathcal{T}}(T_n \subset T)$ are consistent probabilities defined on all finite product $\sigma$-algebras $\mathcal{B}_{T_n} = \bigotimes_{t \in T} \mathcal{B}_t$, then there is a unique probability measure $\mathbb{P}_{\mathcal{T}}$ defined on the $\sigma$-algebra $\mathcal{B}_{\mathcal{T}} = \bigotimes_{t \in T} \mathcal{B}_t$ in such a way that every $\mathbb{P}_{T_n}$ is a projection of $\mathbb{P}_{\mathcal{T}}$ on $\mathbb{R}_{T_n}$. The proof of Theorem 1 can easily be extended to stochastic processes taking values in a finite dimensional Euclidean space or in a metric space. However, in general, the appropriate version of Theorem 1 is not valid anymore for abstract stochastic processes. That is, if we assume that each $\mathbb{R}_t$ ($t \in T$) is an abstract set, if $\mathcal{B}_t$ is a $\sigma$-algebra of subsets of $\mathbb{R}_t$, and if $\mathbb{P}_{\mathcal{T}}(T_n \subset T)$ are consistent probabilities defined on all finite product $\sigma$-algebras $\mathcal{B}_{T_n} = \bigotimes_{t \in T} \mathcal{B}_t$, then, in general, we cannot define a probability measure $\mathbb{P}_{\mathcal{T}}$ on the $\sigma$-algebra $\mathcal{B}_{\mathcal{T}} = \bigotimes_{t \in T} \mathcal{B}_t$ in such a way that every $\mathbb{P}_{T_n}$ is a projection of $\mathbb{P}_{\mathcal{T}}$ on $\mathbb{R}_{T_n}$. In 1938 J. L. Doob [26] and in 1944 E. S. Andersen [2] believed that they have proved the abstract version of Theorem 1, but in 1946 E. S. Andersen and B. Jessen [3] pointed out that these proofs were incorrect. In 1948 E. S. Andersen and B. Jessen [4] constructed an example which shows that in fact the abstract version of Theorem 1 is not valid in general.

It should be noted that in the particular case where the finite dimensional probability measures are consistent product measures the abstract version of Theorem 1 is valid. This result was formulated for the first time in 1934 by Z. Łomnicki and S. Ulam [59], but their proof contains an error which was pointed out in 1946 by E. S. Andersen and B. Jessen [3]. For

In the proof of Theorem 1 we actually constructed a probability space \((\Omega, \mathcal{B}, \mathbb{P})\) and a family of real random variables \(\xi(t), t \in T\), such that the finite dimensional distribution functions of the process \(\{\xi(t), t \in T\}\) are the prescribed distribution functions (4). However, this is not the only possible construction. We can construct infinitely many probability spaces \((\Omega, \mathcal{B}, \mathbb{P})\) and on each probability space we can define infinitely many families of random variables \(\{\xi(t), t \in T\}\) having the given finite dimensional distribution functions (4). In fact if \((\Omega, \mathcal{B}, \mathbb{P})\) is a probability space and \(\{\xi(t), t \in T\}\) and \(\{\xi^*(t), t \in T\}\) are two families of random variables for which

\[
P(\xi(t) = \xi^*(t)) = 1
\]

for all \(t \in T\), then both \(\{\xi(t), t \in T\}\) and \(\{\xi^*(t), t \in T\}\) have the same finite dimensional distributions. In this case we say that \(\{\xi(t), t \in T\}\) and \(\{\xi^*(t), t \in T\}\) are equivalent stochastic processes. Accordingly, we can replace every stochastic process \(\{\xi(t), t \in T\}\) by an equivalent stochastic process \(\{\xi^*(t), t \in T\}\) without changing its finite dimensional distribution functions.

If we want to construct a stochastic process \(\{\xi(t), t \in T\}\) with given finite dimensional distribution functions, then we can choose among infinitely many possible versions. Some versions may have desirable properties and in this case it is reasonable to choose such a version. To see the differences among the possible versions of a stochastic process let us consider the following
simple example. Let \( \Omega \) be the interval \([0,1]\), \( B \), the class of Lebesgue-measurable subsets of \([0,1]\), and \( \mathcal{P} \), the Lebesgue measure. Then \((\Omega, B, \mathcal{P})\) is a complete probability space. Let \( \{\xi(t)\} \) be a family of random variables defined for \( t \in T = [0,1] \) for which

\[
(25) \quad \mathcal{P}(\xi(t) = 0) = 1
\]

for all \( t \in T \). The finite dimensional distribution functions of \( \{\xi(t), 0 \leq t \leq 1\} \) are uniquely determined by (25) and they are consistent. Thus by Theorem 1 it follows that indeed there exists a process \( \{\xi(t), 0 \leq t \leq 1\} \) for which (25) holds.

By (25) it follows that

\[
(26) \quad \mathcal{P}(\xi(t) = 0 \text{ for } t \in S) = 1
\]

for any finite or countably infinite subset \( S \) of \([0,1]\). For many purposes it would be desirable to conclude from (26) that

\[
(27) \quad \mathcal{P}(\xi(t) = 0 \text{ for all } t \in [0,1]) = 1.
\]

However, (27) does not follow from (26) in general, unless we choose some suitable version of the process \( \{\xi(t), 0 \leq t \leq 1\} \). For example if \( M \) is a subset of \([0,1]\) and if we define \( \xi(t) = \xi(t, \omega) \) for \( t \in [0,1] \) and \( \omega \in [0,1] \) in the following way

\[
(28) \quad \xi(t, \omega) = \begin{cases} 
0 & \text{if } t \in M, \omega \in [0,1], \\
0 & \text{if } t \not\in M, \omega \neq t, \\
1 & \text{if } t \not\in M, \omega = t,
\end{cases}
\]

then (25) and (26) are satisfied, and \( \{\omega : \xi(t, \omega) = 0 \text{ for } 0 \leq t \leq 1\} = \{\omega : \omega \in M\} \). Now if \( M \in B \), then \( \{\xi(t) = 0 \text{ for } 0 \leq t \leq 1\} \in B \) and
\( P(\xi(t) = 0 \text{ for } 0 \leq t \leq 1) = \mu(M) \) where \( \mu(M) \) is the Lebesgue measure of \( M \), whereas, if \( M \notin B \), then \( \{\xi(t) = 0 \text{ for } 0 \leq t \leq 1\} \notin B \) and we cannot speak about the probability of \( \{\xi(t) = 0 \text{ for } 0 \leq t \leq 1\} \), that is, the finite dimensional distributions of the process do not determine the probability of \( \{\xi(t) = 0 \text{ for } 0 \leq t \leq 1\} \). If we choose \( M = [0,1] \) or \( M \) is any Borel subset of \( [0,1] \) with Lebesgue measure 1, then (27) holds. This is of course the desirable case but we cannot exclude the other cases without imposing some restriction on the stochastic process to be chosen. The simplest and the most useful criterion in choosing the stochastic process \( \{\xi(t) , t \in T\} \) is the criterion of separability which was introduced in 1937 by J. L. Doob [25]. See also J. L. Doob [28], [29], W. Ambrose [1], J. L. Doob and W. Ambrose [33], J. L. Doob [30], [31], [32], P. A. Meyer [61], [62 pp. 55-64], and I. I. Gikhman and A. V. Skorokhod [44 pp. 150-156].

**Definition 1.** Let \( \{\xi(t) , t \in T\} \) be a real stochastic process with arbitrary linear parameter set \( T \). Let the random variables \( \xi(t) , t \in T \), be defined on a probability space \( \Omega, \mathcal{F}, \mathbb{P} \) and let \( \xi(t) \) have value \( \xi(t,\omega) \) at \( \omega \in \Omega \). The process \( \{\xi(t) , t \in T\} \) is said to be separable if there is a countable subset \( S \) of \( T \) and a set \( \Lambda \in \mathcal{B} \) with \( \mathbb{P}(\Lambda) = 0 \) such that if \( \Lambda \) is any closed set of the real line and if \( I \) is any open interval of the real line, then

\[
(29) \quad \{\omega : \xi(t,\omega) \in \Lambda \text{ for } t \in I\} = \{\omega : \xi(t,\omega) \in \Lambda \text{ for } t \in I\} \subseteq \Lambda.
\]

The set \( S \) is called a separability set of the process, and \( \Lambda \), an exceptional set. Since any open set can be represented as a countable union of open intervals, it is obvious that the above definition remains valid.
unchangeably if we assume that \( I \) is any open set.

The advantage of a separable process is evident. Let us consider the process \( \{ \xi(t) , t \in T \} \) in the above definition. If \( A \) is a closed set and \( I \) is an open interval, then in general the set \( \{ \omega : \xi(t,\omega) \in A \text{ for } t \in IT \} \) does not belong to \( B \). However, if the probability space \( (\Omega, \mathcal{B}, \mathbb{P}) \) is complete and if the process is separable, then \( \{ \omega : \xi(t,\omega) \in A \text{ for } t \in IT \} \) belongs to \( B \) and

\[
(30) \quad \mathbb{P}\{\xi(t) \in A \text{ for } t \in IT\} = \mathbb{P}\{\xi(t) \in A \text{ for } t \in IS\}.
\]

For example, if there is a separable stochastic process \( \{ \xi(t) , 0 \leq t \leq 1 \} \) defined on a complete probability space and if \( (25) \) holds for \( t \in [0,1] \), then \( (27) \) is true. As we have already seen \( (27) \) is not true without some hypothesis for the process \( \{ \xi(t) , 0 \leq t \leq 1 \} \).

If \( \{ \xi(t) , t \in T \} \) is a separable stochastic process defined on a probability space \( (\Omega, \mathcal{B}, \mathbb{P}) \) which is complete, then we can define the probabilities of such events as that the sample functions are bounded, are continuous, are integrable and so on.

We note that if \( \{ \xi(t,\omega) , t \in T \} \) is a separable stochastic process defined on a complete probability space, if \( S \) is a separability set and if \( \omega \notin \Lambda \) where \( \Lambda \) is an exceptional set, then

\[
(31) \quad \inf_{t \in IT} \xi(t,\omega) = \inf_{t \in IS} \xi(t,\omega) \quad \text{and} \quad \sup_{t \in IT} \xi(t,\omega) = \sup_{t \in IS} \xi(t,\omega)
\]

for every open interval \( I \). Conversely, if there is a set \( \Lambda \in \mathcal{B} \) with \( \mathbb{P}\{\Lambda\} = 0 \) such that if \( \omega \notin \Lambda \) it follows that \( (31) \) is true for every open interval \( I \), then the process \( \{ \xi(t,\omega) , t \in T \} \) is obviously separable.
If the process \{\xi(t), t \in T\} is separable and if \( I \) is any open interval, then \( \inf_{t \in I} \xi(t), \sup_{t \in I} \xi(t), \lim \inf_{t \to u} \xi(t) \) and \( \lim \sup_{t \to u} \xi(t) \) are all (finite or infinite valued) random variables.

We have demonstrated that a separable process has many desirable properties. The problem arises what restrictions should we impose on a process in order to be separable. We shall prove that every stochastic process \{\xi(t), t \in T\} has a separable version \{\xi^*(t), t \in T\} which has the same finite dimensional distribution functions as the original process. This is the best possible result which we can expect. The proof of this result is based on the following two auxiliary theorems.

**Lemma 1.** Let \{\xi(t, \omega), t \in T\} be a real stochastic process with an arbitrary parameter set \( T \). To each linear Borel set \( A \) there corresponds a countable sequence \{t_k\} such that

\[
\Pr(\xi(t_k, \omega) \in A \text{ for } k \geq 1 \text{ and } \xi(t, \omega) \notin A) = 0
\]

for all \( t \in T \).

**Proof.** Let \( t_1 \) be any point of \( T \). If \( t_1, t_2, \ldots, t_n \) have already been chosen, then let us define

\[
a_n = \sup_{t \in T} \Pr(\xi(t_k, \omega) \in A \text{ for } k \leq n \text{ and } \xi(t, \omega) \notin A).
\]

Then \( 1 \geq a_1 \geq a_2 \geq \ldots \geq a_n = \ldots = 0 \). If \( a_n = 0 \), then \( t_1, t_2, \ldots, t_n \) satisfies (32). If \( a_n > 0 \), then let us choose \( t_{n+1} \) as any value for which
If \(a_n > 0\) for all \(n = 1, 2, \ldots\), then we have

\[
P(\xi(t_k, \omega) \in A \text{ for } k \leq n \text{ and } \xi(t_{n+1}, \omega) \notin A) > \frac{a_n}{2}.
\]

for all \(t \in T\).

Since the sets \(\{\omega : \xi(t_k, \omega) \in A \text{ for } k \leq n \text{ and } \xi(t_{n+1}, \omega) \notin A\}\) for \(n = 1, 2, \ldots\) are disjoint, we have

\[
\sum_{n=1}^{\infty} P(\xi(t_k, \omega) \notin A \text{ for } k \leq n \text{ and } \xi(t_{n+1}, \omega) \notin A) \leq 1,
\]

whence

\[
\lim_{n \to \infty} P(\xi(t_k, \omega) \notin A \text{ for } k \leq n \text{ and } \xi(t_{n+1}, \omega) \notin A) = 0.
\]

By (34) we obtain that \(\lim_{n \to \infty} a_n = 0\). Finally (35) implies (32) which completes the proof.

The following auxiliary theorem follows easily from the previous one.

**Lemma 2.** Let \((\xi(t), t \in T)\) be a real stochastic process with an arbitrary parameter set \(T\). Let \(A_0\) be a countable class of linear Borel sets, and let \(A\) be the class of sets which are the intersections of sets belonging to \(A_0\). Then there exists a countable set of points \(t_1, t_2, \ldots, t_k, \ldots\) such that to each \(t \in T\) there corresponds an \(\omega\)-set \(A_t\) with

\[
P(A_t) = 0 \quad \text{and}
\]

\[
\{\xi(t_k, \omega) \in A \text{ for } k \geq 1 \text{ and } \xi(t, \omega) \notin A\} \subset A_t
\]

for each \(A \in A\).

**Proof.** For each \(A \in A_0\) there is a countable parameter set such that (32) holds. Obviously (32) holds for each \(A \in A_0\) if \(\{t_k\}\) is chosen as
the union of all these parameter sets. Let

\[ \Lambda_t = \bigcup_{A \in A_0} \{ \omega : \xi(t_k, \omega) \in A \text{ for } k \geq 1 \text{ and } \xi(t, \omega) \not\in A \} \]

with the above definition of \( \{ t_k \} \).

If \( A \in A \) and \( A \subset A_0 \subset A_0 \), then

\[ \{ \xi(t_k, \omega) \in A \text{ for } k \geq 1 \text{ and } \xi(t, \omega) \not\in A_0 \} \subset \{ \xi(t_k, \omega) \in A_0 \text{ for } k \geq 1 \text{ and } \xi(t, \omega) \not\in A_0 \} \subset \Lambda_t \]

and hence (37) follows because each \( A \in A \) is the intersection of a sequence of sets in \( A_0 \). This completes the proof of the lemma.

**Theorem 2.** Let \( \{ \xi(t) , t \in T \} \) be a real stochastic process with linear parameter set \( T \) defined on a probability space \( (\Omega, \mathcal{B}, \mathbb{P}) \). There exists a separable stochastic process \( \{ \xi^*(t) , t \in T \} \) defined on the same probability space such that

\[ P(\xi^*(t) = \xi(t)) = 1 \]

for all \( t \in T \). The random variables \( \xi^*(t) \) (\( t \in T \)) may take on the values \( +\infty \) and \( -\infty \).

**Proof.** We note that (40) implies that the finite dimensional distribution functions of the process \( \{ \xi^*(t) , t \in T \} \) are the same as the corresponding finite dimensional distribution functions of the process \( \{ \xi(t) , t \in T \} \), that is, if we replace a stochastic process by its separable version, then all the finite dimensional distribution functions remain unchanged.
We note also that for each \( t \in T \) the set \( \{ \omega : \xi^*(t, \omega) \neq \xi(t, \omega) \} \) has probability 0, but this set may vary with \( t \). If the union \( \bigcup_{t \in T} \{ \omega : \xi^*(t, \omega) \neq \xi(t, \omega) \} \) has probability 0, then the process \( \{ \xi(t), t \in T \} \) itself is separable.

To prove the theorem let \( A_0 \) be the class of linear sets which are finite unions of open or closed intervals with rational or infinite endpoints, and let \( A \) be the class of sets which are intersections of sequences of sets in \( A_0 \). Then \( A \) includes the closed sets.

For any open interval \( I \) with rational or infinite endpoints let us consider the stochastic process \( \{ \xi(t), t \in IT \} \) and apply Lemma 2 with \( A_0 \) and \( A \) as just defined. By Lemma 2 there is a countable set \( S(I) \subseteq IT \) and an \( \omega \)-set \( \Lambda_t(I) \) such that \( P(\Lambda_t(I)) = 0 \) for \( t \in IT \) and

\[
(41) \quad \{ \xi(s, \omega) \in A \text{ for } s \in S(I) \text{ and } \xi(t, \omega) \notin A \} \subseteq \Lambda_t(I)
\]

for \( A \in A \) and \( t \in IT \). Define

\[
(42) \quad S = \bigcup_I S(I) \text{ and } \Lambda_t = \bigcup_I \Lambda_t(I)
\]

where the union is taken for all open intervals \( I \) with rational or infinite endpoints.

For fixed \( \omega \) let \( A(I, \omega) \) be the closure of the set of values \( \xi(s, \omega) \) as \( s \) varies in \( IS \). The set \( A(I, \omega) \) may include the values \( +\infty \) and \( -\infty \). It is closed, nonempty, and

\[
(43) \quad \xi(t, \omega) \in A(I, \omega) \text{ if } t \in IT \text{ and } \omega \notin \Lambda_t.
\]
If we define

$A(t, \omega) = \bigcap_{I \ni t} A(I, \omega)$

where the intersection is taken for all those specified intervals which contain $t$, then $A(t, \omega)$ is closed, nonempty, and

$\xi(t, \omega) \in A(t, \omega)$ if $t \in T$ and $\omega \not \in \Lambda_t$.

Now let us define $\xi^*(t, \omega)$ for $t \in T$ and $\omega \in \Omega$ as follows:

$\xi^*(t, \omega) = \xi(t, \omega)$ if $t \in S$ or $t \not \in S$ and $\omega \not \in \Lambda_t$, and $\xi^*(t, \omega)$ is any value in $A(t, \omega)$ if $t \not \in S$ and $\omega \in \Lambda_t$.

The process $\{\xi^*(t, \omega), t \in T\}$ obviously satisfies the condition (40). It remains to prove that $\{\xi^*(t), t \in T\}$ is separable.

Let $A$ be a closed set and let $I$ be an open interval with rational or infinite endpoints. Suppose that $\omega$ has the property that

$\xi^*(s, \omega) \in A$ if $s \in IS$.

Then $A(I, \omega) \subseteq A$ necessarily holds. It follows from the definition of $\xi^*(t, \omega)$ that if $t \in IT$, then

$\xi^*(t, \omega) = \xi(t, \omega) \in A(I, \omega)$ for $t \in S$ and for $t \not \in S$, $\omega \not \in \Lambda_t$ and

$\xi^*(t, \omega) \in A(t, \omega) \subseteq A(I, \omega) \subseteq A$ for $t \not \in S$, $\omega \in \Lambda_t$.

Thus
\( (50) \quad \{ \xi(s, \omega) \in A \text{ for } s \in IS \} = \{ \xi(t, \omega) \in A \text{ for } t \in IT \} \)

if \( A \) is a closed set and if \( I \) is an open interval with rational or infinite endpoints. Since any open interval can be expressed as the union of a countable number of open intervals with rational or infinite endpoints, it follows from (50) that (50) is true for any open interval \( I \). This completes the proof of the theorem.

We observe that we cannot exclude infinite values for \( \xi(t, \omega) \), since the set \( A(t, \omega) \) above may contain no finite values.

Theorem 2 and the above proof are due to J. L. Doob [30 pp. 57-60].

In many cases it is necessary to specify the separability set \( S \) of a stochastic process. The following theorem shows that for a large class of stochastic processes we can easily find separability sets.

**Theorem 3.** Let \( \{ \xi(t), t \in T \} \) be a separable, real stochastic process with linear parameter set \( T \). If for every \( \epsilon > 0 \) we have

\( (51) \quad \mathbb{P}\{ |\xi(t) - \xi(u)| > \epsilon \} \to 0 \text{ as } |t-u| \to 0 \),

then any countable and everywhere dense subset \( S \) of \( T \) is a separability set of the process.

**Proof.** Let \( \{ \xi(t), t \in T \} \) be defined on a probability space \((\Omega, \mathcal{F}, \mathbb{P})\). Let \( S \) be a separability set of the process and let \( \Lambda \) be an exceptional set. Then (29) holds for any closed set \( A \) and \( \Lambda \in \mathcal{F} \) and \( \mathbb{P}(A) = 0 \).

Let \( S^* \) be any countable and everywhere dense subset of \( T \). We shall prove that there is a set \( \Lambda^* \) such that \( \Lambda^* \in \mathcal{F} \), \( \mathbb{P}(\Lambda^*) = 0 \), and
(52) \{\omega : \xi(t, \omega) \in A \text{ for } t \in IS^* \} - \{\omega : \xi(t, \omega) \in A \text{ for } t \in IT\} \subseteq \Lambda \cup \Lambda^* \\
for any closed set A. This implies that $S^*$ is a separability set of the process.

For any open interval I with rational or infinite endpoints and for fixed $\omega$ denote by $B(I, \omega)$ the set of values of $\xi(s, \omega)$ as $s$ varies in $IS^*$. Then we have

(53) \[ P\{\xi(t, \omega) \not\in B(I, \omega)\} = 0 \]

for all $t \in IT$. To prove (53) for each $t \in IT$ let us choose a sequence $\{t_k\}$ such that $t_k \in IS^*$ and $t_k \to t$ as $k \to \infty$. Then we have

(54) \[ \lim_{m \to \infty} \inf_{k \to \infty} \frac{1}{m} \epsilon \{ |\xi(t_k) - \xi(t)| > \frac{1}{m} \} = 0 \]

This implies (53).

Let

(55) \[ \Lambda^* = \bigcup_{I \in IS} \bigcup_{t \in IS} \{\omega : \xi(t, \omega) \not\in B(I, \omega)\} \]

where the union is taken for all open intervals with rational or infinite endpoints. We have $\Lambda^* \in B$ and by (53) $P\{\Lambda^*\} = 0$.

Now if $\omega \not\in \Lambda \cup \Lambda^*$ and $\xi(t, \omega) \in A$ for all $t \in IS^*$ where A is a closed set, then for every $t \in IS$ we have

(56) \[ \xi(t, \omega) \in B(I, \omega) \subseteq A \].
Finally by (29) we can conclude that (56) implies that

\[(57) \quad \xi(t,\omega) \subseteq A\]

for all \( t \in IT \) whenever \( \omega \notin A \cup A^* \). This proves (52).

**Note.** The notion of separability and Theorem 2 and Theorem 3 can also be extended to abstract valued processes. We shall mention here some results for the case when \( \{\xi(t), t \in T\} \) is a stochastic process with state space \( X \) and parameter set \( T \) where \( X \) and \( T \) are metric spaces. That is let \((\Omega, B, \mathbb{P})\) be a probability space and for each \( t \in T \) let \( \xi(t) = \xi(t, \omega) \) be a measurable function of \( \omega \in \Omega \) taking values in \( X \).

**Definition 2.** The process \( \{\xi(t), t \in T\} \) is said to be separable if there is a countable subset \( S \) of \( T \) and a set \( A \in B \) with \( \mathbb{P}(A) = 0 \) such that if \( A \) is any closed set in \( X \) and \( I \) is any open set in \( T \), then

\[(58) \quad \{\omega : \xi(t, \omega) \in A \text{ for } t \in IS\} - \{\omega : \xi(t, \omega) \in A \text{ for } t \in IT\} \subseteq A^* .\]

In exactly the same way as we proved Theorem 2 and Theorem 3 we can prove the following more general theorems. (See I. I. Gikhman and A. V. Skorokhod [44 pp. 150-156].)

**Theorem 4.** If \( X \) is a compact metric space and \( T \) is a separable metric space, then there exists a separable stochastic process \( \{\xi^*(t), t \in T\} \) defined on the same probability space as \( \{\xi(t), t \in T\} \) and having the same state space \( X \) as \( \{\xi(t), t \in T\} \) such that
(59) \[ P(\xi(t) = \xi(t)) = 1 \]
for all \( t \in T \).

**Theorem 5.** If \( X \) is a separable and locally compact metric space and \( T \) is a separable metric space, then there exists a separable stochastic process \( \{\xi^*(t), t \in T\} \) defined on the same probability space as \( \{\xi(t), t \in T\} \) and having state space \( X^* \supset X \) where \( X^* \) is some compact extension of \( X \) such that

(60) \[ P(\xi^*(t) = \xi(t)) = 1 \]
for all \( t \in T \).

**Theorem 6.** Let \( \{\xi(t), t \in T\} \) be a separable stochastic process with state space \( X \) and parameter set \( T \) where \( X \) is a metric space with metric \( \rho(x,y) \) and \( T \) is a separable metric space with metric \( r(t,u) \). If for every \( r > 0 \) we have

(61) \[ P(\rho(\xi(t), \xi(u))) + 0 \text{ as } r(t,u) \to 0, \]
then any countable and everywhere dense subset \( S \) of \( T \) is a separability set of the process.

48. Poisson and Compound Poisson Processes. Before introducing the notion of Poisson and compound Poisson processes it is necessary to deal with the Poisson distribution. We say that a random variable \( \xi \) has a Poisson distribution with parameter \( a \) where \( a \) is a positive number if
for \( k = 0, 1, 2, \ldots \).

The Poisson distribution appears for the first time in connection with the matching problem. In 1713 N. Bernoulli and P. R. Montmort (see \footnote{143 pp. 301-302}) found that

\[
P_k(n) = \frac{1}{k!} \sum_{j=0}^{n-k} \frac{(-1)^j}{j!}
\]

is the probability that exactly \( k \) matches occur if we draw all the \( n \) cards from a box which contains \( n \) cards numbered 1, 2, \ldots, \( n \) and if all the \( n! \) possible results are equally probable. Both L. Euler \footnote{112} and A. De Moivre \footnote{109} observed that the sum in (2) tends to \( 1/e \) as \( n \to \infty \) and \( k = 0, 1, 2, \ldots \).

Thus in the middle of the eighteenth century L. Euler and A. De Moivre encountered an instance of the Poisson distribution preceding S. D. Poisson by nearly a century.

In 1837 S. D. Poisson \footnote{149}, \footnote{150 pp. 171-172} demonstrated that if we consider \( n \) Bernoulli trials with probability \( p \) for success and if we suppose that \( n \to \infty \) and \( p \to 0 \) in such a way that \( np \to a \) where \( a \) is a positive number, then the limiting distribution of the number of successes is a Poisson distribution with parameter \( a \), that is,

\[
limit_{n \to \infty} (\binom{n}{k} p^k (1-p)^{n-k}) = e^{-a} \frac{a^k}{k!}
\]

for \( k = 0, 1, 2, \ldots \).
In 1898 L. v. Bortkiewicz [102] provided a thorough study of the Poisson distribution and he observed that in several cases when instantaneous random events occur in time, then with good approximation the number of events occurring in any one interval has a Poisson distribution. L. v. Bortkiewicz considered examples such as the occurrence of accidental deaths by horse kick in the Prussian Army over a 20 years period, and he found that the observations were in agreement with the Poisson distribution.

At the beginning of the twentieth century several researchers considered random phenomena which obey the Poisson law.

In 1903 F. Lundberg [134] assumed in his research that insurance claims happen according to the Poisson law. In 1909 A. K. Erlang [111] applied the Poisson law for the incoming calls in a telephone exchange. In investigating the nature of radioactive disintegration in 1910 E. Rutherford and H. Geiger [122], [167] observed the number of α-particles reaching a counter in consecutive intervals and their data showed good agreement with the Poisson law. In 1918 W. Schottky [172] assumed in his investigations that electron emission from metals occurs according to the Poisson law.

The first explanations of the appearance of the Poisson distribution in the random phenomena mentioned above were based on the Poisson approximation of the Bernoulli distribution. In 1910 H. Bateman [97], [98] demonstrated that if a random phenomenon satisfies some plausible conditions, then the number of events occurring in any interval necessarily has a Poisson distribution. This was the first result in which the Poisson distribution appeared as an
exact distribution and not an approximating distribution. In 1921 M. Fujiwara [121] considered more general assumptions than H. Bateman and deduced the Poisson law as a particular case of a more general law. In 1953 K. Florek, E. Marczewski, and C. Ryll-Nardzewski [117] weakened further the assumptions which lead to the Poisson law.

Now we are going to deduce the Poisson law under general assumptions. If we observe instantaneous random events occurring in the time interval \((0, \infty)\), then it is convenient to introduce the random variable \(v(t)\) denoting the number of events occurring in the time interval \((0, t]\). The family of random variables \(\{v(t), 0 \leq t < \infty\}\) is said to form a point process. We say that the random phenomenon obeys the Poisson law if for every \(u \geq 0\) and \(t > 0\), the random variable \(v(u+t) - v(u)\), that is, the number of events occurring in the time interval \((u, u+t]\), has a Poisson distribution. Our aim is to find conditions under which the point process \(\{v(t), 0 \leq t < \infty\}\) obeys the Poisson law.

Let us suppose that in the time interval \((0, \infty)\) instantaneous events occur at random and denote by \(v(t)\) the number of events occurring in the time interval \((0, t]\). We shall study point processes which satisfy some or all the following conditions:

(a) Independence. For any \(0 \leq t_0 < t_1 < \ldots < t_n\) and for nonnegative integers \(k_1, k_2, \ldots, k_n\), where \(n = 2, 3, \ldots\), the events \(\{v(t_j) - v(t_{j-1}) = k_j\}\) for \(j = 1, 2, \ldots, n\) are mutually independent.
(b) Homogeneity. The probability of the event \( \{ v(u+t) - v(u) = k \} \) where 
\( u \geq 0 \), \( t \geq 0 \), \( k = 0,1,2,\ldots \) does not depend on \( u \).

(c) Orderliness. In any interval \( (0, t] \) events occur singly with probability one.

The following result is the main result for point processes defined above and it leads to the definition of the basic Poisson process.

Theorem 1. If \( v(t) \) denotes the number of events occurring in the time interval \( (0, t] \) in a random point process and if \( \{ v(t), 0 \leq t < \infty \} \) satisfies the conditions (a), (b) and (c), then there exists a nonnegative constant \( \lambda \) such that

\[
P( v(u+t) - v(u) = k ) = e^{-\lambda t} \frac{(\lambda t)^k}{k!}
\]

for \( u \geq 0 \), \( t \geq 0 \) and \( k = 0,1,2,\ldots \).

Proof. If we want to describe mathematically a desired random point process defined in the time interval \( [0, \infty) \), then we should construct a probability space \( (\Omega, \mathcal{F}, P) \) and we should define a family of random variables \( v(t) = v(t, \omega) \) \( (0 \leq t < \infty, \omega \in \Omega) \) such that conditions (a), (b), (c) are satisfied.

It is natural to assume that \( \Omega \) contains all those real functions \( \omega(t) \) defined for \( t \geq 0 \) which take on only nonnegative integers, are nondecreasing, continuous on the right, and satisfy \( \omega(0) = 0 \). Let us assume that \( \mathcal{F} \) is
the smallest $\sigma$-algebra which contains the events $\{\omega : \omega(t) = k\}$ for all $t \geq 0$ and $k = 0, 1, 2, \ldots$. For every $t \geq 0$ define the random variable $v(t) = v(t, \omega) = \omega(t)$ if $\omega = \omega(t)$. We shall show that there exists a probability measure $\widetilde{P}$ such that (a), (b) and (c) are satisfied and $\widetilde{P}$ depends only on a nonnegative real parameter $\lambda$.

Let

\begin{equation}
(5) \quad P(v(t) = k) = P_k(t)
\end{equation}

for $t \geq 0$ and $k = 0, 1, \ldots$. We shall prove that necessarily

\begin{equation}
(6) \quad P_k(t) = e^{-\lambda t} \frac{(\lambda t)^k}{k!}
\end{equation}

for $t > 0$ and $k = 0, 1, 2, \ldots$ where $\lambda > 0$.

By using some simple properties of the Poisson distribution we can prove that by (5) and (6) the probability $\widetilde{P}(A)$ is uniquely determined for $A \in A$ where $A$ is the smallest algebra which contains the events $\{\omega : \omega(t) = k\}$ for all $t \geq 0$ and $k = 0, 1, 2, \ldots$. By Carathéodory's extension theorem (Theorem 1.2 in the Appendix) the definition of $\widetilde{P}(A)$ can uniquely be extended to $\mathcal{B}$. That is, there exists indeed a probability space $(\Omega, \mathcal{B}, \widetilde{P})$ and a family of random variables $\{v(t), 0 \leq t < \infty\}$ for which the conditions (a), (b), and (c) are satisfied. It remains to prove that (6) holds with some $\lambda > 0$.

Since the event $\{v(t+u) = k\}$ occurs if and only if $\{v(t) = k-j\}$ and
{v(t+u) - v(t) = j} for at least one j = 0,1,...,k, by the conditions (a) and (b) we obtain that

$$P_k(t+u) = \sum_{j=0}^{k} P_{k-j}(t)P_j(u)$$

for t ≥ 0, u ≥ 0 and k = 0,1,2,... .

If k = 0, then (7) reduces to

$$P_0(t+u) = P_0(t)P_0(u)$$

for t ≥ 0 and u ≥ 0. We shall prove that (8) implies that

$$P_0(t) = [P_0(1)]^t$$

for all t ≥ 0.

From (9) it follows that either \( P_0(t) = 1 \) for all t ≥ 0, or \( P_0(t) = 0 \) for all t > 0, or

$$P_0(t) = e^{-\lambda t}$$

for t ≥ 0 where \( \lambda \) is a finite positive number. For there are three possibilities \( P_0(1) = 1 \) or \( P_0(1) = 0 \) or \( 0 < P_0(1) < 1 \). If \( P_0(1) = 1 \), then by (9) \( P_0(t) = 1 \) for all t ≥ 0. If \( P_0(1) = 0 \), then by (9) \( P_0(t) = 0 \) for all t > 0. If \( 0 < P_0(1) < 1 \), then there exists a finite positive \( \lambda \) such that \( P_0(1) = e^{-\lambda} \) and then (10) follows from (9).

Since \( 0 < P_0(t) < 1 \) for all t ≥ 0, it follows from (8) that \( P_0(t+u) ≤ P_0(u) \) for t ≥ 0 and u ≥ 0. If r and s are positive integers, then by
the repeated application of (8) we obtain that \( P_0(\frac{r}{s}) = [P_0(\frac{1}{s})]^r \) and if \( r = s \), then \( P_0(1) = [P_0(\frac{1}{s})]^s \). Thus it follows that

\[
(11) \quad P_0(\frac{r}{s}) = [P_0(1)]^s
\]

for any positive rational number \( r/s \). If \( t > 0 \), then for every sufficiently large \( s \) there is an \( r \geq 2 \) such that \( r-1 \leq ts < r \). Then \( P_0(\frac{r}{s}) \leq P_0(t) \leq P_0(\frac{r-1}{s}) \). By (11) \( \lim_{s \to \infty} P_0(\frac{r}{s}) = \lim_{s \to \infty} P_0(\frac{r-1}{s}) = [P_0(1)]^t \) and this proves (9) for \( t > 0 \). Since necessarily \( P_0(0) = 1 \), therefore (9) is true for all \( t \geq 0 \).

If \( P_0(t) = 1 \) for all \( t \geq 0 \), then \( P_k(t) = 0 \) for all \( k = 1, 2, \ldots \), and \( t \geq 0 \). This corresponds to the degenerate case when with probability one no events occur in any interval \( (0, t] \). This proves (6) for \( \lambda = 0 \).

If \( P_0(t) = 0 \) for all \( t > 0 \), then by (7) it follows that \( P_k(t) = 0 \) for all \( k = 1, 2, \ldots \) and \( t > 0 \). This case is meaningless and should be excluded. This case can be considered as (6) with \( \lambda = \infty \).

Now we shall prove that if \( P_0(t) = e^{-\lambda t} \) for \( t \geq 0 \) where \( \lambda \) is a finite positive number then (6) holds for all \( t \geq 0 \) and \( k = 0, 1, 2, \ldots \).

If \( P_0(t) = e^{-\lambda t} \) for all \( t \geq 0 \) where \( \lambda \) is a finite positive number, then by (7) we obtain that

\[
(12) \quad P_1(t+u) = P_1(t)e^{-\lambda u} + P_1(u)e^{-\lambda t}
\]

for \( t \geq 0 \) and \( u \geq 0 \). Let \( f(t) = e^{\lambda t} P_1(t) \) for \( t \geq 0 \). Then by (12) we have
\( f(t+u) = f(t) + f(u) \)

for \( t \geq 0 \) and \( u \geq 0 \). Obviously \( 0 \leq f(t) \leq e^\lambda \) for \( 0 \leq t \leq 1 \). The only solution of (13) which is bounded in the interval \([0, 1]\) is

\( f(t) = \lambda_1 t \)

where \( \lambda_1 \) is a real constant. For if we define \( g(t) = f(t) - tf(1) \) for \( t \geq 0 \), then by (13)

\( g(t+u) = g(t) + g(u) \)

for all \( t \geq 0 \) and \( u \geq 0 \). On the other hand by definition \( g(1) = 0 \), and this implies that \( g(t+1) = g(t) \) for all \( t \geq 0 \). Since \( g(t) \) is bounded in the interval \([0, 1]\), therefore \( g(t) \) is bounded in the interval \([0, \infty)\). If \( g(t) \neq 0 \) for some \( t > 0 \), then \( g(nt) = ng(t) \) is arbitrarily large for sufficiently large \( n \) values. This, however, contradicts to the boundedness of \( g(t) \) in \([0, \infty)\). Therefore \( g(t) = 0 \) for all \( t > 0 \), that is, \( f(t) = tf(1) \) for all \( t > 0 \). Obviously \( f(0) = 0 \). This proves (14). By definition \( \lambda_1 \geq 0 \). Thus we proved that

\( P_1(t) = e^{-\lambda t} \lambda_1 t \)

for \( t \geq 0 \) where \( \lambda_1 \geq 0 \). Since

\( P_0(t) + P_1(t) = e^{-\lambda t} (1 + \lambda_1 t) \leq 1 \)

for all \( t \geq 0 \), it follows that necessarily \( \lambda_1 \leq \lambda \).

Now we shall prove that condition (c) implies that \( \lambda_1 = \lambda \). According
to condition (c) in any finite interval \((0, t]\) the sample functions of the process are jumps of magnitude 1 with probability 1. This condition can be stated in the following way: If

\begin{equation}
A_m = \{v(\frac{4t}{2^m}) - v(\frac{(j-1)t}{2^m}) \leq 1 \text{ for } 1 \leq j \leq 2^m\}
\end{equation}

for \(m = 1, 2, \ldots\), then

\begin{equation}
P\left\{ \lim_{m \to \infty} A_m \right\} = \lim_{m \to \infty} P(A_m) = 1,
\end{equation}

or

\begin{equation}
\lim_{m \to \infty} \left[ P_0(\frac{t}{2^m}) + P_1(\frac{t}{2^m}) \right]^{2^m} = 1
\end{equation}

for all \(t \geq 0\). By (10) and (16) it follows from (20) that \(e^{-\lambda_1 t + \lambda t} = 1\) for all \(t \geq 0\), that is, \(\lambda_1 = \lambda\). This proves (6) for \(k = 1\).

Having proved that (6) is true for \(k = 0\) and \(k = 1\), by mathematical induction we can prove that (6) is true for all \(k \geq 0\).

If \(k \geq 2\), then

\begin{equation}
0 \leq \sum_{j=2}^{k} P_{k-j}(t)P_j(\mu) \leq \sum_{j=2}^{k} P_j(\mu) \leq 1 - P_0(\mu) - P_1(\mu)
\end{equation}

for all \(t \geq 0\) and \(\mu \geq 0\). Since \(1 - P_0(\mu) - P_1(\mu) = o(\mu)\) where \(\lim o(\mu)/\mu = 0\), it follows from (7) that

\begin{equation}
\frac{P_k(t+\mu) - P_k(t)}{\mu} = -P_k(t) \frac{1 - P_0(\mu)}{\mu} + P_{k-1}(t) \frac{P_1(\mu)}{\mu} + \frac{o(\mu)}{\mu}
\end{equation}

for \(t \geq 0\), \(\mu \geq 0\) and \(k \geq 1\). If \(u \to 0\) in (22), then we have
for \( t \geq 0 \) and \( k \geq 1 \). If we multiply (23) by \( e^{\lambda t} \), then we get

\[
(24) \quad \frac{d e^{\lambda t} P_k(t)}{dt} = \lambda e^{\lambda t} P_{k-1}(t)
\]

for \( t \geq 0 \) and \( k \geq 1 \). Since \( P_0(0) = 1 \), therefore \( P_k(0) = 0 \) for \( k \geq 1 \) and by integrating (24) we obtain that

\[
(25) \quad P_k(t) = \lambda e^{-\lambda t} \int_0^t e^{\lambda u} P_{k-1}(u) du
\]

for \( k \geq 1 \) and \( t \geq 0 \). Starting from \( P_0(t) = e^{-\lambda t} \) for \( t \geq 0 \) we can obtain \( P_k(t) \) for every \( k = 1, 2, \ldots \) and \( t \geq 0 \) by (25). By mathematical induction it follows immediately that (6) is true if \( \lambda \) is a finite positive number. This completes the proof of the theorem.

Now we can define the notion of a homogeneous Poisson process.

**Definition 1.** We say that a family of real random variables \( \{v(t), \quad 0 \leq t < \infty\} \) **forms a homogeneous Poisson process with parameter** \( \lambda \) **where** \( \lambda \) **is a finite positive number**, if for any \( 0 \leq t_0 \leq t_1 \leq \cdots \leq t_n \) \( (n = 2, 3, \ldots) \) the random variables \( v(t_1) - v(t_0) \), \( v(t_2) - v(t_1) \), \( v(t_n) - v(t_{n-1}) \) are mutually independent, \( P\{v(0) = 0\} = 1 \), and

\[
(26) \quad P\{v(ut) - v(u) = k\} = e^{-\lambda u} \left(\frac{\lambda t}{k!}\right)^k
\]

for all \( t \geq 0 \), \( u \geq 0 \) and \( k = 0, 1, 2, \ldots \).

By Theorem 1 we can conclude that such a process exists, and if we exclude the trivial case when \( P\{v(t) = 0\} = 1 \) for all \( t \geq 0 \), then the conditions (a), (b), and (c) determine the distribution (26) up to the parameter \( \lambda \).
The parameter $\lambda$ has a simple probability interpretation. To see this let us calculate the expectation of $v(t)$. We have

$$E\{v(t)\} = \sum_{k=0}^{\infty} k e^{-\lambda t} \frac{(\lambda t)^k}{k!} = \lambda t.$$  

Accordingly $E\{v(t+1) - v(t)\} = \lambda$, that is, the expected number of events occurring in any interval $(t, t+1]$ of length 1 is just $\lambda$. For this reason we shall call $\lambda$ the density of the process. The knowledge of this single parameter completely determines the finite dimensional distributions of a homogeneous Poisson process. In what follows we shall add various remarks to the notion of a homogeneous Poisson process.

First, we observe that condition (c) can be replaced by the following equivalent condition

$$\lim_{t \to 0} \frac{P\{v(t) > 1\}}{t} = 0.$$  

For (20) holds if and only if

$$\lim_{t \to 0} \frac{1 - P_0(t) - P_1(t)}{t} = 0.$$  

Obviously, condition (c) could be replaced by any other condition which guarantees that in (16) $\lambda_1 = \lambda$. For example, if we exclude the trivial case when $P\{v(t) = 0\} = 1$ for all $t \geq 0$, then condition (c) can be replaced by

$$\lim_{t \to 0} \frac{P_1(t)}{1 - P_0(t)} = 1.$$  

If \{v(t), 0 \leq t < \infty\} is a homogeneous Poisson process of density $\lambda$, then
\[ P(v(t) = 0) = 1 - \lambda t + o(t) \]
\[ P(v(t) = 1) = \lambda t + o(t) \]
\[ P(v(t) > 1) = o(t) \]

where \( \lim_{t \to 0} \frac{o(t)}{t} = 0 \). Conversely, if instead of condition (c) we assume that \( P(v(t) = 1) = \lambda t + o(t) \) where \( \lambda \) is a positive constant, and \( P(v(t) > 1) = o(t) \), then these conditions together with (a) and (b) imply that \( \{v(t), 0 \leq t < \infty\} \) is a homogeneous Poisson process of density \( \lambda \).

We can easily determine the moments of the distribution

\[ P(v(t) = k) = e^{-\lambda t} \frac{(\lambda t)^k}{k!} \]

where \( k = 0,1,2,\ldots \) and \( t \geq 0 \). The \( r \)-th binomial moment of \( v(t) \) is equal to

\[ \mathbb{E}[(v(t))^r] = \sum_{k=r}^{\infty} \binom{k}{r} e^{-\lambda t} \frac{(\lambda t)^k}{k!} = \frac{(\lambda t)^r}{r!} \]

for \( r = 0,1,2,\ldots \) and the \( r \)-th moment of \( v(t) \) is equal to

\[ \mathbb{E}[(v(t))^r] = \sum_{j=1}^{r} \mathcal{S}_r^j (\lambda t)^j \]

for \( r = 1,2,\ldots \) where \( \mathcal{S}_r^j (j = 1,2,\ldots,r) \) are Stirling numbers of the second kind defined by

\[ \mathcal{S}_r^j = \frac{1}{j!} \sum_{i=0}^{j} (-1)^{j-i} \binom{j}{i} i^r \]

We note that the process \( \{v(t), 0 \leq t < \infty\} \) which we constructed in the proof of Theorem 1 is obviously a separable process. Conversely, if we suppose that \( \{v(t), 0 \leq t < \infty\} \) is a separable, homogeneous Poisson process, then
with probability 1 its sample functions are nondecreasing step functions which increase only by jumps of magnitude 1 and which vanish at the origin.

Let \( \{v(t), 0 \leq t < \infty\} \) be a separable Poisson process of density \( \lambda \). Denote by \( \rho(S) \) the sum of all positive jumps \( v(t+) - v(t-) \) for \( t \in S \), that is, \( \rho(S) \) is the number of events occurring in the set \( S \). In 1953 E. Marczewski[136] proved that if \( S \) is a Borel subset of \([0, \infty)\), then \( \rho(S) \) is a random variable for which

\[
P(\rho(S) = k) = e^{-\lambda \mu(S)} \frac{(\lambda \mu(S))^k}{k!}
\]

if \( k = 0,1,2,... \) and \( \mu(S) \) is the Lebesgue measure of \( S \). Furthermore, if \( S_1, S_2, ..., S_n \ (n = 2,3,...) \) are disjoint Borel subsets of \([0, \infty)\), then \( \rho(S_1), \rho(S_2), ..., \rho(S_n) \) are mutually independent random variables.

Let \( \{v(t), 0 \leq t < \infty\} \) be a point process for which \( P\{v(t) = 0\} = 1 \) and

\[
P(v(t+t) - v(t) = k) = e^{-\lambda t} \frac{(\lambda t)^k}{k!}
\]

for \( u \geq 0, t \geq 0 \) and \( k = 0,1,2,... \), and \( \lambda \) is a positive constant. By our definition, \( \{v(t), 0 \leq t < \infty\} \) is a Poisson process if and only if condition (a) is satisfied for every \( n = 2,3,... \). Actually when we deduced (37) we used condition (a) only in the particular case when \( n = 2 \). We needed condition (a) for every \( n = 2,3,... \) only in proving that (37) uniquely determines the probability measure \( P(A) \) for all \( A \in \mathcal{B} \).
The following problem arises naturally: Does there exist a point process \( \{v(t), 0 \leq t < \infty\} \) for which (37) holds and condition (a) is not satisfied. The answer is affirmative. L. Shepp (see J. R. Goldman [124 pp. 778-779]) and P. A. P. Moran [145] constructed point processes \( \{v(t), 0 \leq t < \infty\} \) for which (37) holds but condition (a) is not satisfied.

Let us suppose more generally that \( \{v(t), 0 \leq t < \infty\} \) is a point process and if \( p(S) \) is defined as above, then (36) holds for a class \( F \) of Borel subsets of \([0, \infty)\). How large should \( F \) be in order that (36) imply condition (a). If \( F \) is the class of intervals in \([0, \infty)\), then as we already mentioned condition (a) is not satisfied necessarily. A. Rényi [164] proved that if \( F \) is the class of the unions of a finite number of disjoint finite intervals in \([0, \infty)\), then (36) implies condition (a). See also P. M. Lee [130].

Next we shall prove a few basic theorems for homogeneous Poisson processes. These theorems have many useful applications in the theory of stochastic processes.

Some results of S. O. Rice [396 pp. 299-301] make it plausible the validity of the following theorem. See also J. L. Doob [30 pp. 400-401], C. Ryll-Nardzewski [169] and the author [178].

**Theorem 2.** Let \( \{v(t), 0 \leq t < \infty\} \) be a homogeneous Poisson process of density \( \lambda \). Under the condition that in the interval \((0, t]\) exactly \( n \) \((n = 1, 2, \ldots)\) events occur, the joint distribution of the occurrence times of these \( n \) events agrees with the joint distribution of the coordinates arranged in increasing order of magnitude of \( n \) random points distributed independently and uniformly in the interval \((0, t]\).
Proof. The proof of this theorem is based on the following simple remarks.

Suppose that \( n \) random points are distributed in the interval \((0, t]\) . Denote by \( \tau_1, \tau_2, \ldots, \tau_n \) their coordinates arranged in increasing order of magnitude. Divide the interval \((0, t]\) into \( r \) subintervals by partition points \( 0 = t_0 < t_1 < \ldots < t_r = t \) and let \((n_1, n_2, \ldots, n_r)\) be a partition of \( n \) into nonnegative integers, that is, \( n_1 + n_2 + \ldots + n_r = n \) . Denote by \( P_{n_1, n_2, \ldots, n_r}(t_1, t_2, \ldots, t_r) \) the probability that the interval \((t_{i-1}, t_i]\) contains exactly \( n_i \) points for \( i = 1, 2, \ldots, r \) .

If we know the joint distribution function of the random variables \( \tau_1, \tau_2, \ldots, \tau_n \), then the probabilities \( P_{n_1, n_2, \ldots, n_r}(t_1, t_2, \ldots, t_r) \) are uniquely determined, and conversely if we know the probabilities \( P_{n_1, n_2, \ldots, n_r}(t_1, t_2, \ldots, t_r) \) for all partitions of \((0, t]\) and \( n \), then the joint distribution function of \( \tau_1, \tau_2, \ldots, \tau_n \) is uniquely determined by these probabilities.

If we choose \( n \) points independently of each other in the interval \((0, t]\) and if the random points have a uniform distribution over \((0, t]\) , then

\[
(38) \quad P_{n_1, n_2, \ldots, n_r}(t_1, t_2, \ldots, t_r) = \frac{n!}{n_1!n_2!\ldots n_r!} \frac{t_1 - t_0}{t} \frac{n_1}{t} \frac{t_2 - t_1}{t} \frac{n_2}{t} \ldots \frac{t_r - t_{r-1}}{t} \frac{n_r}{t}
\]

for \( 0 = t_0 < t_1 < \ldots < t_r \) and \( n_1 + n_2 + \ldots + n_r = n \) .

Conversely, if (38) holds for all partitions of \((0, t]\) and \( n \), then the joint distribution function of \( \tau_1, \tau_2, \ldots, \tau_n \) agrees with the joint distribution function of the coordinates arranged in increasing order of \( n \) random points.
distributed independently and uniformly in the interval \((0, t]\).

Now to prove the theorem let \(0 = t_0 < t_1 < \ldots < t_r = t\) and \(n_1 + n_2 + \ldots + n_r = n\) where \(r = 1, 2, \ldots\). Then we have

\[
\frac{n_r!}{n_1!n_2!\ldots n_r!} \left(\frac{t_1 - t_0}{t}\right)^{n_1} \left(\frac{t_2 - t_1}{t}\right)^{n_2} \ldots \left(\frac{t_r - t_{r-1}}{t}\right)^{n_r}.
\]

Accordingly, (38) holds for the distribution of the \(n\) points in the Poisson process in \((0, t]\) and therefore the theorem is true.

**Theorem 3.** Let \(\{v(t), 0 \leq t < \infty\}\) be a homogeneous Poisson process of density \(\lambda\). Denote by \(\tau_1, \tau_2, \ldots, \tau_n, \ldots\) the occurrence times of the successive events occurring in the time interval \([0, \infty)\). Let \(\theta_k = \tau_k - \tau_{k-1}\) for \(k = 1, 2, \ldots\) where \(\tau_0 = 0\). The random variables \(\theta_1, \theta_2, \ldots, \theta_k, \ldots\) are mutually independent and identically distributed with distribution function

\[
P(\theta_k \leq x) = \begin{cases} 
1 - e^{-\lambda x} & \text{if } x \geq 0, \\
0 & \text{if } x < 0.
\end{cases}
\]

**Proof.** We shall prove that

\[
P(\theta_1 > x_1, \theta_2 > x_2, \ldots, \theta_k > x_k) = e^{-\lambda(x_1 + x_2 + \ldots + x_k)}
\]

for \(k = 1, 2, \ldots\) and \(x_1 > 0, x_2 > 0, \ldots, x_k > 0\).
In what follows we shall make use of the inequalities

\[(42)\]
\[1 - \frac{\lambda}{n} < \sum_{j=0}^{\infty} e^{-\frac{\lambda j}{n}} < e^{-\frac{\lambda}{n}} \lambda < 1\]

which are valid for \( n = 1, 2, \ldots \), and which follow from

\[(43)\]
\[\sum_{j=1}^{\infty} e^{-\frac{n j}{\lambda}} \lambda < \lambda \int_{0}^{\infty} e^{-\lambda x} \, dx < \sum_{j=0}^{\infty} e^{-\frac{\lambda j}{n}} \lambda.

If \( n \) is sufficiently large then we have the inequalities

\[(44)\]
\[e^{-\lambda(x_1 + \ldots + x_k)} \left(1 - \frac{\lambda}{n}\right)^{k-1} < P\{\theta_1 > x_1, \ldots, \theta_k > x_k\} < e^{-\lambda(x_1 + \ldots + x_k)} \left(1 - \frac{2\lambda(k-1)}{n}\right).

To prove the first inequality let us place consecutive intervals of lengths \( x_1, j_1/n, 1/n, x_2, j_2/n, 1/n, \ldots, x_{k-1}, j_{k-1}/n, 1/n, x_k \) on the interval \([0, \infty)\) starting at the origin. If for some \( j_1 = 0, 1, 2, \ldots, j_2 = 0, 1, 2, \ldots, j_{k-1} = 0, 1, 2, \ldots\) one event occurs in each of the \( k-1 \) intervals of length \( 1/n \) and no event occurs in the remaining intervals, then this event implies that \( \{\theta_1 > x_1, \theta_2 > x_2, \ldots, \theta_k > x_k\} \). If we calculate the appropriate probabilities and use (42), then we obtain that the first inequality in (44) is valid for \( n \geq \lambda \).

To prove the second inequality in (44) let us place consecutive intervals of lengths \( x_1, j_1/n, 1/n, x_2-2/n, j_2/n, 1/n, \ldots, x_{k-1}-2/n, j_{k-1}/n, 1/n, x_k-2/n \), where \( n > 2/x_1 \) for \( i = 1, 2, \ldots, n \), on the interval \([0, \infty)\) starting at the origin. If \( \{\theta_1 > x_1, \theta_2 > x_2, \ldots, \theta_k > x_k\} \), then this event implies that for some \( j_1 = 0, 1, 2, \ldots, j_2 = 0, 1, 2, \ldots, j_{k-1} = 0, 1, 2, \ldots \) no event occurs in any of the intervals of lengths \( x_1, x_2-2/n, \ldots, x_k-2/n \). By calculating the probability of this event, we obtain that the second inequality in (44) is
valid for \( n \geq 2/x_1 \) \((1 = 1, 2, \ldots, n)\).

If we let \( n \to \infty \) in (44), then we obtain (41). From (41) it follows that \( \theta_1, \theta_2, \ldots, \theta_k \) are mutually independent random variables for \( k = 2, 3, \ldots \) and each variable has the distribution function (40). If every \( x_i > 0 \) \((i = 1, 2, \ldots, k)\) in (41) except \( x_j \), and \( x_j = x > 0 \), then we obtain that

\[
(45) \quad P(\theta_j > x) = e^{-\lambda x}
\]

for \( j = 1, 2, \ldots, k \) and \( x > 0 \). Thus by (41) and (45) we obtain that

\[
(46) \quad P(\theta_1 > x_1, \theta_2 > x_2, \ldots, \theta_k > x_k) = P(\theta_1 > x_1)P(\theta_2 > x_2) \cdots P(\theta_k > x_k)
\]

for \( k = 1, 2, \ldots \) and \( x_1 > 0, x_2 > 0, \ldots, x_k > 0 \). By (45) and (46) we can conclude that the theorem is true.

Theorem 3 makes it possible to define a homogeneous Poisson process in a constructive way. Let us suppose that \( \theta_1, \theta_2, \ldots, \theta_k, \ldots \) is a sequence of mutually independent and identically distributed random variables with distribution function

\[
(47) \quad F(x) = \begin{cases} 
1 - e^{-\lambda x} & \text{for } x \geq 0, \\
0 & \text{for } x < 0,
\end{cases}
\]

where \( \lambda \) is a positive constant.

Define \( \tau_0 = 0 \) and \( \tau_k = \theta_1 + \theta_2 + \ldots + \theta_k \) for \( k = 1, 2, \ldots \). For every \( t > 0 \) let \( v(t) \) be a random variable which takes on only nonnegative integers and satisfies the relation
for all $t \geq 0$ and $k = 0, 1, 2, \ldots$.

By this definition the family of random variables $\{v(t), 0 \leq t < \infty\}$ forms a Poisson process of density $\lambda$. This fact can easily be proved by using the following characteristic property of the exponential distribution function. If $\theta$ is a random variable for which $F(x)$ is given by (47), then for any $u > 0$ and $x > 0$ we have

$$P\{\theta \leq u+x | \theta > u\} = \frac{P\{u < \theta < u+x\}}{P\{\theta > u\}} = \frac{F(u+x) - F(u)}{1 - F(u)} = F(x),$$

that is, the conditional probability (49) does not depend on $u$.

The possibility of the above constructive definition of the Poisson process was essentially observed in 1911 by H. Bateman [97].

The next two theorems deal with the superposition and decomposition of Poisson processes.

**Theorem 4.** Let $\{v_i(t), 0 \leq t < \infty\}$ ($i = 1, 2, \ldots, r$) be mutually independent Poisson processes with densities $\lambda_i$ ($i = 1, 2, \ldots, r$). Let $v(t) = v_1(t) + v_2(t) + \ldots + v_r(t)$ for $t \geq 0$. Then $\{v(t), 0 \leq t < \infty\}$ is a Poisson process of density $\lambda = \lambda_1 + \lambda_2 + \ldots + \lambda_r$.

**Proof.** Obviously the point process $\{v(t), 0 \leq t < \infty\}$ satisfies conditions (a) and (b). Since
Theorem 5. Let \( \{v(t), 0 \leq t < \infty\} \) be a Poisson process of density \( \lambda \). Independently of each other let us mark each event in the process by one of the numbers 1, 2, \ldots, \( r \). Let \( p_i \) (\( i = 1, 2, \ldots, r \)) be the probability that an event is marked by \( i \) where \( p_1 + p_2 + \cdots + p_r = 1 \). Denote by \( v_i(t) \) (\( i = 1, 2, \ldots, r \)) the number of events marked by \( i \) and occurring in the interval \( (0, t] \). Then \( \{v_i(t), 0 \leq t < \infty\} \) is a Poisson process of density \( \lambda_i = \lambda p_i \) and the processes \( \{v_i(t), 0 \leq t < \infty\} \) (\( i = 1, 2, \ldots, r \)) are mutually independent.

Proof. Obviously each point process \( \{v_i(t), 0 \leq t < \infty\} \) satisfies conditions (a) and (b) and by Theorem 2 we obtain that

\[
P\{v_i(t) = k\} = \sum_{n=k}^{\infty} P\{v(t) = n\} \binom{n}{k} p_i^k (1-p_i)^{n-k} =
\]

\[
e^{-\lambda t} \sum_{n=k}^{\infty} \frac{\lambda^k}{k!} \frac{(\lambda p_i)^k}{(n-k)!} \frac{(\lambda - \lambda p_i)^{n-k}}{(n-k)!} = e^{-\lambda t} \frac{(\lambda p_i)^k}{k!}
\]

for \( k = 0, 1, 2, \ldots \) and \( t \geq 0 \). Consequently \( \{v_i(t), 0 \leq t < \infty\} \) is a Poisson process of density \( \lambda_i \) for each \( i = 1, 2, \ldots, r \).
If \( 0 = t_0 < t_1 < \ldots < t_n \) where \( n = 2, 3, \ldots \), then for \( j = 1, 2, \ldots, n \) the \( n \) sets of random variables \( \{ v_i(t_j) - v_i(t_{j-1}) \} \) for \( i = 1, 2, \ldots, r \) are clearly mutually independent. Furthermore, within each set all the \( r \) random variables are mutually independent because for \( u \geq 0, t \geq 0 \) and \( k_1 = 0, 1, 2, \ldots \) (\( i = 1, 2, \ldots, r \)) we have

\[
P(v_i(u+t) - v_i(u) = k_i \text{ for } i = 1, 2, \ldots, r) =
\]

\[
\frac{(k_1 + k_2 + \ldots + k_r)!}{k_1! k_2! \ldots k_r!} \left(\prod_{i=1}^{r} \frac{\lambda_i t}{k_i!}\right) = \prod_{i=1}^{r} P(v_i(u+t) - v_i(u) = k_i) .
\]

From the above facts it follows easily that the processes \( \{ v_i(t), 0 \leq t < \infty \} \) (\( i = 1, 2, \ldots, r \)) are mutually independent.

The following simple combinatorial result for Poisson processes has many important applications.

**Theorem 6.** Let \( \{ v(t), 0 \leq t < \infty \} \) be a separable Poisson process of density \( \lambda \). Then we have

\[
P(v(u) \leq u \text{ for } 0 \leq u \leq t | v(t) = k) = \left[ 1 - \frac{k}{t} \right]^+ \]

for \( k = 0, 1, 2, \ldots \) and \( t > 0 \) where \( [x]^+ = \max(0, x) \).

**Proof.** Let us define \( v_i = v(i) - v(i-1) \) for \( i = 1, 2, \ldots \). Then \( \{ v_i \} \) are mutually independent and identically distributed random variables taking on
nonnegative integers only.

If \( k > t \), then (53) is obviously 0. If \( k \leq t \), then we have

\[
(54) \quad P\{v(u) \leq u \text{ for } 0 \leq u \leq t | v(t) = k\} = P\{v_1 + \ldots + v_r < r \text{ for } r = 1, 2, \ldots, k | v(t) = k\}.
\]

By Lemma 20.2 we have

\[
(55) \quad P\{v_1 + \ldots + v_r < r \text{ for } r = 1, 2, \ldots, k | v_1 + \ldots + v_k = j\} = [1 - \frac{j}{k}]^r
\]

for \( j = 0, 1, 2, \ldots \). Hence if \( k \leq t \), then

\[
(56) \quad P\{v(u) \leq u \text{ for } 0 \leq u \leq t | v(t) = k\} = \sum_{j=0}^{k} (1 - \frac{j}{k})^r P\{v(k) = j | v(t) = k\} = \sum_{j=0}^{k} \frac{1}{j!} \left(\frac{k}{t}\right)^j \left(1 - \frac{k}{t}\right)^{k-j} = 1 - \frac{k}{t}.
\]

This proves (53) for \( 0 \leq k \leq t \) and \( t > 0 \).

We note that

\[
(57) \quad P\{v(u) \leq u \text{ for } 0 \leq u \leq t\} = P\{v(t) \leq t\} - \sum_{t=1}^{\infty} P\{v(t) = t-1\}
\]

for \( t > 0 \). For by (53)

\[
(58) \quad P\{v(u) \leq u \text{ for } 0 \leq u \leq t\} = \sum_{k=0}^{[t]} \frac{1}{k!} \left(1 - \frac{k}{t}\right) P\{v(t) = k\}.
\]

If we take into consideration that
(59) \[ P(v(t) = k) = \frac{\lambda t}{k} P(v(t) = k-1) \]

for \( k = 1, 2, \ldots \), then (58) reduces to (57).

We can define more general Poisson processes than the homogeneous Poisson process discussed previously. In what follows we shall mention briefly non-homogeneous and abstract Poisson processes.

First, let us consider nonhomogeneous Poisson processes. (see A. Rényi [161] and C. Ryll-Nardzewski [168].) We can prove that if \{v(t), 0 \leq t < \infty\} is the most general point process which satisfies the conditions (a) and (c) and furthermore

(60) \[ P(v(t) - v(t-0) = 0) = 1 \]

for all \( t > 0 \), then there exists a continuous, nondecreasing function \( \Lambda(t) \) \((0 \leq t < \infty)\) with \( \Lambda(0) = 0 \) such that

(61) \[ P(v(t) - v(u) = k) = e^{-[\Lambda(t) - \Lambda(u)]} \frac{\Lambda(t) - \Lambda(u)}{k!} \]

for \( 0 \leq u \leq t \) and \( k = 0, 1, 2, \ldots \). Then \( E(v(t)) = \Lambda(t) \) for \( t \geq 0 \).

If \{v(t), 0 \leq t < \infty\} is a point process which satisfies the condition (a) and (61) with a function \( \Lambda(t) \) \((0 \leq t < \infty)\) specified above, then we say that \{v(t), 0 \leq t < \infty\} is a Poisson process for which \( E(v(t)) = \Lambda(t) \) for \( t \geq 0 \). If \( \Lambda(t) \) \((0 \leq t < \infty)\) is absolutely continuous, that is, if it can be represented in the form
\( \Lambda(t) = \int_0^t \lambda(u) \, du \)

for \( t \geq 0 \), where \( \lambda(u) \) is a nonnegative and integrable function of \( u \),
then we say that \( \{v(t), 0 \leq t < \infty\} \) is a Poisson process with density \( \lambda(t) \) for \( t \geq 0 \).

If \( \Lambda(t) = \lambda t \) for \( t \geq 0 \) where \( \lambda \) is a positive constant, then
\( \{v(t), 0 \leq t < \infty\} \) reduces to a homogeneous Poisson process of density \( \lambda \).
If \( \Lambda(t) \) is not a linear function of \( t \), then we say that \( \{v(t), 0 \leq t < \infty\} \) is a nonhomogeneous Poisson process.

Most of the results proved for homogeneous Poisson processes can easily be extended to the general case which includes both homogeneous and nonhomogeneous Poisson processes.

**Theorem 7.** Let \( \{v(t), 0 \leq t < \infty\} \) be a general Poisson process for which \( E\{v(t)\} = \Lambda(t) \) for \( t \geq 0 \). Under the conditions that \( \Lambda(t) > 0 \) and \( v(t) = n \) (\( n = 1, 2, \ldots \)) the joint distribution of the coordinates of the \( n \) random points in \( [0, t] \) is the same as the joint distribution of the coordinates arranged in increasing order of \( n \) random points distributed independently of each other in the interval \( (0, t] \) in such a way that for each point \( \Lambda(x)/\Lambda(t) \) is the probability that it lies in the interval \( (0, x] \) where \( 0 \leq x \leq t \).

**Proof.** If we replace the uniform distribution function by \( \Lambda(x)/\Lambda(t) \) in the interval \( x \in (0, t] \) in the proof of Theorem 2, then we obtain Theorem 7. See also the author [178].
Theorem 3 has an essentially different form for nonhomogeneous Poisson processes. See J. Mycielski [147].

**Theorem 8.** Let \( \{v_1(t), 0 \leq t < \infty\} (i = 1, 2, \ldots, r) \) be independent general Poisson processes for which \( \mathbb{E}(v_1(t)) = \Lambda_1(t) \) for \( t \geq 0 \). Let \( v(t) = v_1(t) + v_2(t) + \ldots + v_r(t) \) for \( t \geq 0 \) and \( \Lambda(t) = \Lambda_1(t) + \Lambda_2(t) + \ldots + \Lambda_r(t) \) for \( t \geq 0 \). Then \( \{v(t), 0 \leq t < \infty\} \) is a general Poisson process for which \( \mathbb{E}(v(t)) = \Lambda(t) \) for \( t \geq 0 \).

**Proof.** The proof of Theorem 4 can easily be extended to cover this more general case.

**Theorem 9.** Let \( \{v(t), 0 \leq t < \infty\} \) be a general Poisson process for which \( \mathbb{E}(v(t)) = \Lambda(t) \) if \( t \geq 0 \). Independently of each other let us mark each event in the process by one of the numbers \( 1, 2, \ldots, r \). Denote by \( p_i(t) (i = 1, 2, \ldots, r) \) the probability that an event is marked by \( i \) if it occurs at time \( t \). We suppose that \( p_1(t) \geq 0 \) and \( p_1(t) + p_2(t) + \ldots + p_r(t) = 1 \) for \( t \geq 0 \). Denote by \( v_1(t) \) the number of events marked by \( i \) and occurring in the interval \( (0, t] \). Then \( \{v_1(t), 0 \leq t < \infty\} (i = 1, 2, \ldots, r) \) are independent Poisson processes for which

\[
\mathbb{E}(v_1(t)) = \Lambda_1(t) = \int_0^t p_1(u)d\Lambda(u)
\]

for \( t \geq 0 \) provided that the integral (63) exists.
Proof. If instead of Theorem 2 we use Theorem 7 then the proof of this theorem follows on the same lines as the proof of Theorem 5. The only difference in the proofs is that $p_\perp$ in (51) and (52) should be replaced by $A_1(t)/\Lambda(t)$. In particular, now we have

$$P\{v_\perp(t) = k|v(t) = n\} = \binom{n}{k} \frac{A_1(t)}{\Lambda(t)}^k \left[1 - \frac{1}{\Lambda(t)}\right]^{n-k}$$

for $0 \leq k \leq n$ and $n \geq 1$. Thus it follows that

$$P\{v_\perp(t) = k\} = e^{-A_1(t)} \frac{[A_1(t)]^k}{k!}$$

for $k = 0, 1, 2, \ldots$ and $t \geq 0$.

Both homogeneous and nonhomogeneous Poisson processes can be defined for more general spaces than the real line. Instead of the real line we can consider Euclidean spaces, metric spaces or general abstract spaces. See A. Blanc-Lapierre and R. Fortet [100], and the author [179].

Let us consider a random point distribution in a metric space $X$. Denote by $F$ the class of Borel subsets of $X$. For each $S \in F$ denote by $\rho(S)$ the number of random points in the set $S$. Then $\{\rho(S), S \in F\}$ determines a point process on $X$.

If $\mu(S)$ is a measure, that is, a nonnegative and $\sigma$-additive set function, defined on $F$, then there exists a point process $\{\rho(S), S \in F\}$ such that if $S \in F$ and $\mu(S) < \infty$, then $\rho(S)$ is a random variable with distribution
\[ P\{p(S) = k\} = e^{-\mu(S)} \frac{[\mu(S)]^k}{k!} \]

where \( k = 0, 1, 2, \ldots \), and for any \( n \) \((n = 2, 3, \ldots)\) disjoint sets \( S_1, S_2, \ldots, S_n \) having finite measures and belonging to \( F \), the random variables \( p(S_1), p(S_2), \ldots, p(S_n) \) are independent. We say that \{\( p(S) \), \( S \in F \)\} is a Poisson point process on \( X \). This process is completely characterized by the set function \( E\{p(S)\} = \mu(S) \) defined for \( S \in F \).

Theorems 2, 4, 5 or Theorems 7, 8, 9 have natural analogues also for the stochastic process \{\( p(S) \), \( S \in F \)\}.

Our next subject is the definition of compound Poisson processes. Before defining the notion of a general compound Poisson process we shall consider a simple but important particular case which can be obtained from the definition of a Poisson process by removing condition (c). The definition of this particular compound Poisson process is based on the following result.

**Theorem 10.** If \( v(t) \) denotes the number of events occurring in the time interval \((0, t]\) in a random point process and if \{\( v(t) \), \( 0 \leq t < \infty \)\} satisfies (a) and (b), then there exist nonnegative constants \( \lambda_1, \lambda_2, \ldots, \lambda_n \) such that \( \lambda_1 + \lambda_2 + \ldots = \lambda \) and

\[ P\{v(u+t)-v(u) = k\} = e^{-\lambda t} \sum_{j_1, j_2, \ldots, j_k} \frac{(\lambda_1 t)^{j_1}(\lambda_2 t)^{j_2} \cdots (\lambda_k t)^{j_k}}{j_1! j_2! \cdots j_k!} \]

for \( u \geq 0 \), \( t \geq 0 \) and \( k = 0, 1, 2, \ldots \) where the summation is extended to
all those $k_1 = 0,1,2,\ldots$ for which $j_1 + 2j_2 + \ldots + kj_k = k$.

Proof. This theorem is a direct generalization of Theorem 1 and in the proof we shall use the same notation as in the proof of Theorem 1. We can easily see that indeed there exists a probability space $(\Omega,\mathcal{F},P)$ and a family of random variables $\{v(t), 0 \leq t < \infty\}$ for which conditions (a) and (b) and (67) are satisfied.

Now we shall prove that if

\[(68) \quad P\{v(t) = k\} = P_k(t),\]

then

\[(69) \quad P_k(t) = e^{-\lambda t} \sum_{j_1 + 2j_2 + \ldots + kj_k = k} \frac{(\lambda_1 t)^{j_1}(\lambda_2 t)^{j_2} \ldots (\lambda_k t)^{j_k}}{j_1!j_2!\ldots j_k!}\]

for $t \geq 0$ and $k = 0,1,2,\ldots$ where $\lambda_1, \lambda_2,\ldots$, and $\lambda$ are nonnegative constants and $\lambda_1 + \lambda_2 + \ldots = \lambda$.

As we have seen in the proof of Theorem 1 the probabilities $\{P_k(t)\}$ satisfy the following equation

\[(70) \quad P_k(t+u) = \sum_{j=0}^{k} P_{k-j}(t)P_j(u)\]

for $t \geq 0$, $u \geq 0$ and $k = 0,1,\ldots$.

From (70) it follows that either $P_0(t) = 1$ for all $t \geq 0$, or $P_0(t) = 0$ for all $t > 0$, or

\[(71) \quad P_0(t) = e^{-\lambda t}\]
for $t \geq 0$ where $\lambda$ is a finite positive number.

If $P_0(t) = 1$ for all $t \geq 0$, then by (70) $P_k(t) = 0$ for all $t \geq 0$ and $k = 1, 2, \ldots$. This corresponds to (67) with $\lambda = 0$.

If $P_0(t) = 0$ for all $t \geq 0$, then by (70) $P_k(t) = 0$ for all $t \geq 0$ and $k = 1, 2, \ldots$. This case is meaningless and should be excluded. This corresponds to (67) with $\lambda = \infty$.

It remains to prove (67) in the case where $P_0(t)$ is given by (71) with a finite positive $\lambda$.

Now we shall prove by mathematical induction that the probability $P_k(t)$ is given by (69) for $k = 0, 1, 2, \ldots$ where $\lambda_1, \lambda_2, \ldots, \lambda_k$ are non-negative constants for which $\lambda_1 + \lambda_2 + \ldots + \lambda_k \leq \lambda$.

Let us suppose that (69) is true for $0, 1, \ldots, k$ where $k \geq 1$. Then we have

\[
(72) \quad \lim_{t \to 0} \frac{1-P_0(t)}{t} = \lambda
\]

and

\[
(73) \quad \lim_{t \to 0} \frac{P_i(t)}{t} = \lambda_i
\]

for $i = 1, 2, \ldots, k$. Define
(74) \[ f_{k+1}(t) = e^{\lambda t} \sum_{j_1+2j_2+\ldots+kj_k=k+1} \frac{(\lambda t)^{j_1}(\lambda t)^{j_2}\ldots(\lambda t)^{j_k}}{j_1! j_2! \ldots j_k!} \]

for \( k = 0, 1, \ldots \). Then by (70) we obtain that

(75) \[ f_{k+1}(t+u) = f_k(t) + f_k(u) \]

for \( t \geq 0 \) and \( u \geq 0 \). Since \( f_{k+1}(t) \) is bounded in the interval \([0,1]\), it follows that

(76) \[ f_{k+1}(t) = \lambda_{k+1} t \]

for \( t \geq 0 \) where

(77) \[ \lambda_{k+1} = \lim_{t \to 0} \frac{P_{k+1}(t)}{t} \]

The constant \( \lambda_{k+1} \) is nonnegative, and since \( P_1(t) + \ldots + P_{k+1}(t) \leq 1 - P_0(t) \), it follows that \( \lambda_1 + \ldots + \lambda_{k+1} \leq \lambda \).

Since (69) is true for \( k = 0 \), it follows by mathematical induction that (69) is true for every \( k = 0, 1, 2, \ldots \) and

(78) \[ \lim_{t \to 0} \frac{P_k(t)}{t} = \lambda_k \]

for \( k = 1, 2, \ldots \). If we divide the equation

(79) \[ \sum_{k=1}^{\infty} P_k(t) = 1 - P_0(t) \]

by \( t \) and let \( t \to 0 \), then we obtain that
Since (79) holds for all \( t \geq 0 \), therefore in (80) we have equality. This completes the proof of the theorem.

We note that if \( \lambda_1 = \lambda \), then necessarily \( \lambda_k = 0 \) for \( k > 1 \), and in this case Theorem 10 reduces to Theorem 1.

We say that a family of real random variables \( \{v(t), 0 \leq t < \infty\} \) forms a homogeneous compound Poisson point process if \( P\{v(0) = 0\} = 1 \), for any \( 0 \leq t_0 \leq t_1 \leq \cdots \leq t_n \) \( (n = 2, 3, \ldots) \) the random variables \( v(t_1) - v(t_0), \ldots, v(t_n) - v(t_{n-1}) \) are mutually independent and \( P\{v(u+t) - v(u) = k\} = P_k(t) \) is given by (67) for \( u \geq 0 \), \( t > 0 \) and \( k = 0, 1, 2, \ldots \) where \( \lambda_1, \lambda_2, \ldots \) are nonnegative constants, and \( \lambda = \lambda_1 + \lambda_2 + \ldots \) is a finite positive constant.

In the case of Poisson processes we assumed that in any finite interval events occur singly with probability one. In the case of compound Poisson processes we allow the occurrence of multiple events too.

For the definition of compound Poisson point process we refer to M. Fujiwara [121], J. M. Whittaker [183], and L. Jánossy, A. Rényi and J. Aczél [126].

We note that if

\[
(81) \quad v(t) = \sum_{r=1}^{\infty} r v_r(t)
\]
for $t \geq 0$ where \( \{v_r(t), 0 \leq t < \infty\} \) \((r = 1, 2, \ldots)\) are mutually independent Poisson processes with densities \( \lambda_r \) \((r = 1, 2, \ldots)\) where \( \lambda_r \) \((r = 1, 2, \ldots)\) are nonnegative constants with sum \( \lambda_1 + \lambda_2 + \ldots = \lambda \) where \( \lambda \) is a finite positive number, then \( \{v(t), 0 \leq t < \infty\} \) is a homogeneous compound Poisson point process for which (67) holds.

The converse of the above statement is also true. This is the content of the next theorem.

**Theorem 11.** If \( \{v(t), 0 \leq t < \infty\} \) is a homogeneous compound Poisson point process for which (67) holds with a finite positive \( \lambda \) and \( v_r(t) \) denotes the number of jumps of magnitude \( r \) occurring in the interval \((0, t]\) in the process \( \{v(t), 0 \leq t < \infty\} \), then \( \{v_r(t), 0 \leq t < \infty\} \) \((r = 1, 2, \ldots)\) are mutually independent Poisson processes with densities \( \lambda_r \) \((r = 1, 2, \ldots)\).

**Proof.** If \( 0 = t_0 < t_1 < \ldots < t_n \) where \( n = 2, 3, \ldots \), then for \( j = 1, 2, \ldots, n \) the \( n \) sets of random variables \( \{v_r(t_j) - v_r(t_{j-1})\} \) for \( r = 1, 2, \ldots \) are clearly mutually independent. Furthermore, within each set all the random variables are mutually independent because for \( u \geq 0 \), \( t \geq 0 \), \( k_r = 0, 1, 2, \ldots \) \((r = 1, 2, \ldots)\) and \( m = 1, 2, \ldots \) we have
From the above facts it follows easily that the processes \( \{ \nu_r(t), 0 \leq t < \infty \} \) (\( r = 1, 2, \ldots \)) are mutually independent Poisson processes with densities \( \lambda_r \) (\( r = 1, 2, \ldots \)).

We note that Theorem 6 holds unchangeably for homogeneous compound Poisson point processes.

Similarly to the Poisson processes we can define more general compound Poisson point processes than the homogeneous compound Poisson point process discussed previously. Thus we can define nonhomogeneous and abstract compound Poisson point processes.

The notion of a compound Poisson point process leads in a natural way to the definition of a general compound Poisson process.

**Definition 2.** Let \( \{ \nu(t), 0 \leq t < \infty \} \) be a Poisson process of density \( \lambda \).

Let \( x_1, x_2, \ldots, x_1, \ldots \) be mutually independent and identically distributed real random variables which are independent of the process \( \{ \nu(t), 0 \leq t < \infty \} \). Let us define
(83) \[ x(t) = \sum_{1 \leq i \leq v(t)} x_i \]

for \( t \geq 0 \). We say that \( \{x(t), 0 \leq t < \infty\} \) is a homogeneous compound Poisson process.

If, in particular, \( \sim \{x_1 = 1\} = 1 \), then the above definition reduces to the definition of a homogeneous Poisson process, and if \( \sim \{x_i = r\} = \lambda_i / \lambda \) (\( r = 1, 2, ... \)) where \( \lambda_1 + \lambda_2 + ... = \lambda \) is a finite positive number, then the above definition reduces to the definition of a homogeneous compound Poisson point process.

A homogeneous compound Poisson process \( \{x(t), 0 \leq t < \infty\} \) satisfies the following properties:

(i) Homogeneity. The probability \( \sim \{x(u+t) - x(u) \leq x\} \) where \( u \geq 0 \), \( t \geq 0 \) does not depend on \( u \).

(ii) Independent increments. For any \( 0 \leq t_0 < t_1 < \ldots < t_n \) where \( n = 2, 3, \ldots \), the random variables \( x(t_j) - x(t_{j-1}) \) for \( j = 1, 2, \ldots, n \) are mutually independent.

(iii) Finite jump density. With probability one the limits \( x(u+0) \) and \( x(u-0) \) exist for all \( u \geq 0 \). If \( \nu^*(t) \) denotes the number of points \( u \) in the interval \( (0, t] \) for which \( x(u+0) - x(u-0) \neq 0 \), then with probability one \( \nu^*(t) \) is a finite random variable for every \( t \geq 0 \) and

\[ \mathbb{E}\{\nu^*(t)\} = \lambda t \mathbb{E}\{\sim \{x_1 = 1\}\} < \infty. \]
(iv) We have $P\{x(0) = 0\} = 1$.

Conversely, if we suppose that $\{x(t), 0 \leq t < \infty\}$ is a separable real stochastic process which satisfies conditions (i), (ii) and (iv), then with probability one the limits $x(u+0)$ and $x(u-0)$ exist for all $u \geq 0$. Let us define $v^*(t)$ for $t \geq 0$ as above. If in addition $v^*(t)$ is a finite random variable for which $E\{v^*(t)\} < \infty$, then $\{x(t), 0 \leq t < \infty\}$ is a homogeneous compound Poisson process.

We note that if $\{x(t), 0 \leq t < \infty\}$ is a separable compound Poisson process and $v^*(t, A)$ denotes the number of points $u$ in the interval $(0, t]$ for which $x(u+0) - x(u-0) \in A$ where $A$ is a linear Borel set, then $\{v^*(t, A), 0 \leq t < \infty\}$ is a Poisson process. If $x(t)$ is defined by (83), then $E\{v(t, A)\} = \lambda P\{x_1 \in A\}$. If $A_1, A_2, \ldots, A_r$ are disjoint linear Borel sets, then $\{v^*(t, A_i), 0 \leq t < \infty\} (i = 1, 2, \ldots, r)$ are mutually independent Poisson processes. These results can be deduced as particular cases of more general results of I. I. Gikhman and A. V. Skorokhod [44 pp. 255-282].

Let

\begin{equation}
P\{x_1 \leq x\} = H(x)
\end{equation}

and denote by $H_n(x)$ ($n = 1, 2, \ldots$) the $n$-th iterated convolution of $H(x)$ with itself. Let $H_0(x) = 1$ for $x \geq 0$ and $H_0(x) = 0$ for $x < 0$.

From (83) it follows that
(86) \[ P(x(t) \leq x) = \sum_{n=0}^{\infty} e^{-\lambda t} \frac{\lambda^t}{n!} H_n(x) \]
for \( t \geq 0 \) and all \( x \).

Let

(87) \[ \psi(s) = \int_{-\infty}^{\infty} e^{-sx} dH(x) \]
for \( \text{Re}(s) = 0 \). Then

(88) \[ E\{e^{-sx(t)}\} = e^{-\lambda t[1-\psi(s)]} \]
for \( t \geq 0 \) and \( \text{Re}(s) = 0 \).

Compound Poisson processes were encountered as early as in 1903 by
F. Lundberg [134], in 1929 by B. De Finetti [413] and in 1933 by
A. Ya. Khintchine [128].

Nonhomogeneous and abstract compound Poisson processes can also be
introduced in a natural way.

We shall close the section by mentioning two useful theorems for homogeneous
compound Poisson processes.

Theorem 12. Let \( \{x(t), 0 \leq t < \infty\} \) be a compound Poisson process
defined by (83). If \( \sim \{x_t\} = a \) exists and if \( \sim \{x_t\} = \sigma^2 \) is a finite
positive number, then

(89) \[ \lim_{t \to \infty} P\left( \frac{x(t) - \lambda t}{\sqrt{a^2 + \sigma^2} t} \leq x \right) = \phi(x) \]
where \( \Phi(x) \) is the normal distribution function.

**Proof.** Let

\[
\chi^*(t) = \frac{\chi(t) - \lambda t}{\sqrt{\lambda(a^2 + \sigma^2)t}}
\]

for \( t > 0 \). If we take into consideration that \( \Phi(s) = 1 - sa + s^2(a^2 + \sigma^2)/2 + o(s) \) as \( s \to 0 \), then by (88) we get that

\[
\lim_{t \to \infty} E(e^{-s \chi^*(t)}) = e^{s^2/2}
\]

for \( \text{Re}(s) = 0 \). Hence (89) follows by Theorem 41.9.

We can also use Theorem 45.2 in proving (89).

If \( H(x) \) belongs to the domain of attraction of a nondegenerate stable distribution function, then by suitable normalization \( \chi(t) \) also has a nondegenerate limiting distribution which can be found either by Theorem 45.2 or by using the same method which we used in proving Theorem 45.2.

The next theorem is concerned with a homogeneous compound Poisson process which has only nonnegative jumps with probability one.

We need the following auxiliary theorem.

**Lemma 1.** Let \( x_1, x_2, \ldots, x_n \) be mutually independent nonnegative real random variables. Let \( \tau_1, \tau_2, \ldots, \tau_n \) be the coordinates arranged in increasing order of magnitude of \( n \) points distributed uniformly and independently of each other in the interval \( (0, t] \). If \( \{x_1\} \) and \( \{\tau_1\} \) are also independent, then
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\[
P(x_1 + \ldots + x_i \leq \tau_i \mid 1 = 1,2,\ldots,n \mid x_1 + \ldots + x_n = y) = \begin{cases} 
1 - \frac{y}{t} & \text{for } 0 \leq y \leq t , \\
0 & \text{for } \text{otherwise}.
\end{cases}
\]

where the conditional probability is defined up to an equivalence.

Proof. We prove (92) by mathematical induction. If \( n = 1 \), then (92) is obviously true. Let us suppose that (92) is true for \( n-1 \) where \( n = 2,3,\ldots \). We shall prove that it is true for \( n \) too. Thus it follows that (92) is true for every \( n = 1,2,\ldots \).

If \( y > t \), then (92) is trivially true. Let \( 0 \leq y \leq t \). If \( \tau_n = u \) where \( 0 \leq u \leq t \), then under this condition the random variables \( \tau_1, \tau_2,\ldots, \tau_{n-1} \) can be considered as the coordinates arranged in increasing order of \( n-1 \) points distributed uniformly and independently of each other in the interval \((0, u]\). Now by assumption

\[
P(x_1 + \ldots + x_i \leq \tau_i \mid 1 = 1,2,\ldots,n \mid x_1 + \ldots + x_n = y, \tau_n = u) = \begin{cases} 
1 - \frac{z}{u} & \text{for } 0 \leq z \leq u \text{ and } y \leq u \leq t , \\
0 & \text{otherwise}.
\end{cases}
\]

Since

\[
E(x_1 + \ldots + x_{n-1} \mid x_1 + \ldots + x_n = y) = \frac{(n-1)y}{n} ,
\]

therefore by (93) we obtain that
\[
P(x_1^+ \ldots + x_i \leq \tau_i \text{ for } i = 1, \ldots, n \mid x_1^+ \ldots + x_n = y, \tau_n = u) =
\]
\[
\begin{cases}
1 - \frac{(n-1)y}{nu} & \text{for } 0 \leq y \leq u \leq t, \\
\text{otherwise},
\end{cases}
\]
(95)

Since
\[
P(\tau_n \leq u) = \left(\frac{u}{t}\right)^n \text{ for } 0 \leq u \leq t,
\]
by (95) we get finally that
\[
P(x_1^+ \ldots + x_i \leq \tau_i \text{ for } i = 1, \ldots, n \mid x_1^+ \ldots + x_n = y) =
\]
\[
n \int_0^t \left(1 - \frac{(n-1)y}{nu}\right)(\frac{u}{t})^{n-1} \frac{du}{t} = 1 - \frac{y}{t}
\]
(97)
for \(0 \leq y \leq t\). Hence we can conclude that (92) is valid for all \(n = 1, 2, \ldots\).

We note that Lemma 1 remains valid unchangeably if assume only that
\(x_1, x_2, \ldots, x_n\) are interchangeable nonnegative real random variables which
are independent of \(\{\tau_i\}\). For the proof see reference [83].

**Theorem 13.** Let \(\{x(t), 0 \leq t < \infty\}\) be a separable homogeneous
compound Poisson process which has only nonnegative jumps with probability one.
Then we have
\[
P(x(u) \leq u \mid x(t) = y) = \begin{cases}
1 - \frac{y}{t} & \text{for } 0 \leq y \leq t, \\
0 & \text{otherwise},
\end{cases}
\]
(98)
where the conditional probability is defined up to an equivalence.
Proof. Denote by \( v(t) \) the number of jumps occurring in the interval \( (0, t] \) in the process \( \{x(t), 0 \leq t < \infty\} \). Then \( \{v(t), 0 \leq t < \infty\} \) is a Poisson process. Denote by \( t_1, t_2, \ldots, t_n, \ldots \) the times when an event occurs in the Poisson process. If \( n = 1, 2, \ldots \), then by Theorem 2 and by Lemma 1 we can write that

\[
P(x(u) \leq u \text{ for } 0 \leq u \leq t \mid x(t) = y, v(t) = n) = \]

\[
P(x_1^+ + \ldots + x_n^+ \leq t_1 \text{ for } i = 1, \ldots, n \mid x(t) = y, v(t) = n) = \]

\[
\begin{cases} 
1 - \frac{y}{t} & \text{for } 0 \leq y \leq t, \\
0 & \text{otherwise}.
\end{cases}
\]

If \( n = 0 \), then (99) is obvious. Since (99) does not depend on \( n \), (98) follows immediately.

From (98) it follows that

\[
P(x(u) \leq u \text{ for } 0 \leq u \leq t) = E\{[1 - X(t)]^+\}
\]

for \( t > 0 \).

49. RECURRENT AND COMPOUND RECURRENT PROCESSES.

Theorem 48.3 made it possible to give a constructive definition of a homogeneous Poisson process. This definition is given after the proof of Theorem 48.3, and it suggests the following generalization.

Definition 1. Let us suppose that \( \theta_1, \theta_2, \ldots, \theta_k, \ldots \) is a sequence of mutually independent and identically distributed positive random variables with distribution function \( P(\theta_k \leq x) = F(x) \). Define \( \tau_0 = 0 \) and \( \tau_k = \theta_1^+ + \theta_2^+ + \ldots + \theta_k^+ \) for \( k = 1, 2, \ldots \). For every \( t > 0 \) let \( v(t) \) be a random variable which takes on only nonnegative integers and satisfies the relation
(1) \[ \{ v(t) \geq k \} = \{ r_k \leq t \} \]
for all \( t \geq 0 \) and \( k = 0, 1, 2, \ldots \). We say that \( \{ v(t), 0 \leq t < \infty \} \) is a recurrent stochastic process. That is if in the time interval \( (0, \infty) \) events occur at random, if \( v(t) \) denotes the number of events occurring in the time interval \( (0, t] \), and if the time differences between successive events are mutually independent and identically distributed positive random variables, then we say that \( \{ v(t), 0 \leq t < \infty \} \) is a recurrent process.

If, in particular,

(2) \[ F(x) = \begin{cases} 1 - e^{-\lambda x} & \text{for } x \geq 0, \\ 0 & \text{for } x < 0, \end{cases} \]
where \( \lambda \) is a positive constant, in the previous definition, then \( \{ v(t), 0 \leq t < \infty \} \) reduces to a homogeneous Poisson process with density \( \lambda \).

Let us introduce the following notation

(3) \[ \phi(s) = \int_0^\infty e^{-sx} dF(x) \]
for \( \text{Re}(s) \geq 0 \),

(4) \[ a = \int_0^\infty x dF(x) \]
and if \( a < \infty \), then let

(5) \[ \sigma^2 = \int_0^\infty (x-a)^2 dF(x). \]

Denote by \( F_n(x) \) the \( n \)-th iterated convolution of \( F(x) \) with itself and let \( F_0(x) = 1 \) for \( x \geq 0 \) and \( F_0(x) = 0 \) for \( x < 0 \).
The distribution of \( v(t) \) can be obtained by the following formula

\[
\mathbb{P}(v(t) \leq n) = 1 - F_{n+1}(t)
\]

for \( t \geq 0 \) and \( n = 0,1,2,\ldots \). For we have

\[
\mathbb{P}(v(t) \leq n) = \mathbb{P}(\tau_{n+1} > t) = \mathbb{P}(\theta_1 \ldots + \theta_{n+1} > t)
\]

for \( t \geq 0 \) and \( n = 0,1,2,\ldots \).

The Laplace transform of \( \mathbb{P}(v(t) \leq n) \) is given by

\[
\int_0^\infty e^{-st} \mathbb{P}(v(t) < n) dt = \frac{1 - \phi(s)^{n+1}}{s}
\]

for \( \text{Re}(s) > 0 \). Knowing \( \phi(s) \) we can obtain \( \mathbb{P}(v(t) \leq n) \) by inversion from (8).

Let

\[
b_r(t) = \mathbb{E}(\binom{v(t)}{r})
\]

be the \( r \)-th binomial moment of \( v(t) \) for \( r = 0,1,2,\ldots \).

The \( r \)-th binomial moment \( b_r(t) \) \((r = 0,1,2,\ldots)\) is a nondecreasing function of \( t \) and is finite for every \( t \). We have \( b_0(t) = 1 \) and

\[
b_r(t) = \sum_{n=r}^{\infty} \binom{n-1}{r-1} F_n(t)
\]

for \( r = 1,2,\ldots \). For if \( r = 1,2,\ldots \), then
\[ b_r(t) = \sum_{n=r}^{\infty} \binom{n}{r} P\{\nu(t) = n\} = \sum_{n=r}^{\infty} \binom{n-1}{r-1} P\{\nu(t) \geq n\} \]

and (10) follows by (6).

If we take into consideration that for every \( t > 0 \) there is an \( s \) \((s = 1,2,\ldots)\) such that \( F_s(t) < 1 \) and further that \( F_{s+n}(t) \leq F_s(t) F_n(t) \) for all \( n = 0,1,2,\ldots \), then we obtain easily from (10) that \( b_r(t) < \infty \) for all \( t \geq 0 \). Furthermore, we can easily see that for every \( t \geq 0 \) there exists a finite \( \Omega(t) \) such that

\[ b_r(t) \leq [\Omega(t)]^r \]

for \( r = 0,1,2,\ldots \).

Since

\[ \sum_{n=r}^{\infty} \binom{n-1}{r-1} z^n = \left(\frac{z}{1-z}\right)^r \]

for \(|z| < 1\), therefore by (10) we obtain that

\[ \int_0^\infty e^{-st} b_r(t) \, dt = \left[ \frac{\Phi(s)}{1-\Phi(s)} \right]^r \]

for \( \Re(s) > 0 \) and \( r = 1,2,\ldots \). If \( r = 0 \), then (14) is trivially true. By (14) we can write also that

\[ \int_0^\infty e^{-st} b_r(t) \, dt = \left[ \int_0^\infty e^{-st} b_1(t) \, dt \right]^r \]

for \( r = 0,1,2,\ldots \).
From (15) we can draw an interesting conclusion. If \( b_1(t) = \overline{E(v(t))} \) is known for all \( t \geq 0 \), then by (15) \( b_r(t) \) is uniquely determined for all \( t \geq 0 \) and \( r = 1, 2, \ldots \). If \( c(t) < 1 \) in (12), then we can write down that

\[
(16) \quad P(v(t) = k) = \sum_{r=k}^{\infty} (-1)^{r-k} \binom{r}{k} b_r(t)
\]

for \( k = 0, 1, 2, \ldots \). If \( c(t) < \infty \), then \( P(v(t) = k) \) can be obtained by a similar formula given in reference [84]. That is, in the case of a recurrent process, the function \( b_1(t) = \overline{E(v(t))} \) completely determines the distribution of \( v(t) \) for all \( t \geq 0 \). This can also be seen by (8) and (14). If \( r = 1 \) in (14), then we obtain that

\[
(17) \quad \phi(s) = \frac{\int_{0}^{\infty} e^{-st} dB_1(t)}{1 + \int_{0}^{\infty} e^{-st} dB_1(t)}
\]

for \( \text{Re}(s) > 0 \), and knowing \( \phi(s) \) the distribution of \( v(t) \) can be obtained by (8). There are many examples for recurrent processes where it is easier to determine \( \overline{E(v(t))} \) than \( F(x) \), and in this case the above observations are very useful.

Let

\[
(18) \quad m_r(t) = \overline{E[v(t)]^r}
\]

for \( r = 0, 1, 2, \ldots \), that is, \( m_r(t) \) is the \( r \)-th moment of \( v(t) \). We have
(19) \[ m_r(t) = \sum_{j=0}^{r} \mathcal{g}_r^j j! b_j(t) \]

for \( r = 0, 1, 2, \ldots \) where the numbers \( \mathcal{g}_r^j \) \( (j = 0, 1, \ldots, r) \) are Stirling numbers of the second kind. We have \( \mathcal{g}_r^0 = 1, \mathcal{g}_r^0 = 0 \) for \( r = 1, 2, \ldots \), and

(20) \[ \mathcal{g}_r^j = \frac{1}{j!} \sum_{i=0}^{j} (-1)^{j-i} \binom{j}{i} i^r \]

for \( 1 \leq j \leq r \). (See Ch. Jordan [49 pp. 168-173].) Formula (19) follows immediately from the identity

(21) \[ x^r = \sum_{j=0}^{r} \mathcal{g}_r^j j! x^j \]

which holds for \( r = 0, 1, 2, \ldots \) and for all \( x \).

Let us introduce the notation

(22) \[ m(t) = \mathbb{E}(v(t)) \]

that is \( m(t) = m_1(t) = b_1(t) \) and

(23) \[ d(t) = \text{Var}(v(t)) \]

that is, \( d(t) = m_2(t) - [m_1(t)]^2 = 2b_2(t) + b_1(t) - [b_1(t)]^2 \).

In what follows we are interested in studying the asymptotic distribution of \( v(t) \) as \( t \to \infty \) and the limiting behavior of \( m(t) \) and \( d(t) \) as \( t \to \infty \).

If \( F(x) \) belongs to the domain of attraction of a nondegenerate stable distribution function, then by suitable normalization \( \tau_n \) has a nondegenerate
limiting distribution as \( n \to \infty \). In this case by (1) we can conclude that by suitable normalization \( v(t) \) also has a nondegenerate limiting distribution as \( t \to \infty \).

In finding the asymptotic distribution of \( v(t) \) as \( t \to \infty \) it will be convenient to extend the definition of \( \tau_n \) \( (n = 0,1,2,\ldots) \) to a continuous parameter in the following way

\[
\tau_u = \tau_n \text{ for } n-1 < u \leq n. \quad (n = 0,1,2,\ldots).
\]

Then by Theorem 44.6 and Theorem 44.8 we can conclude that if \( F(x) \) belongs to the domain of attraction of a stable distribution function \( R(x) \) of type \( S(a,l,c,0) \) where \( 0 < a \neq 2 \) and \( c > 0 \), then there exist two functions \( A_u \) and \( B_u > 0 \) where \( \lim_{u \to \infty} B_u = \infty \) such that

\[
\lim_{u \to \infty} P\{ \frac{\tau_u - A_u}{B_u} \leq x \} = R(x).
\]

By Problem 46.12 we have

\[
B_u = u^{1/\alpha} \rho(u)
\]

where \( \lim_{u \to \infty} \rho(u) = 1 \) for every \( \omega > 0 \).

If \( a < \infty \) and \( 0 < \sigma^2 < \infty \), then by Theorem 44.6 \( F(x) \) belongs to the domain of attraction of the normal distribution function \( \phi(x) \), and (25) holds with \( R(x) = \phi(x) \) \( (a=2, c=1/2) \), \( A_u = au \), and \( B_u = \sigma \sqrt{u} \).
If
\[
\lim_{x \to \infty} \frac{\int_{|u| > x} u^2 dF(u)}{\int_{|u| < x} u^2 dF(u)} = 0,
\]
then by Theorem 44.6, \( F(x) \) belongs to the domain of attraction of the normal distribution function \( \phi(x) \), and (25) holds with \( R(x) = \phi(x) \) \((\alpha = 2, c = 1/2)\), \( A_u = au \), and if \( \sigma^2 = \infty \), then \( B_u > 0 \) can be chosen in such a way that

\[
\lim_{u \to \infty} \frac{u}{B_u^2} \int_{|x| < \epsilon B_u} x^2 dF(x) = 1
\]

for some \( \epsilon > 0 \).

If
\[
\lim_{x \to \infty} \frac{1 - F(x)}{1 - F(\omega x)} = \omega^\alpha
\]
for every \( \omega > 0 \) where \( 0 < \alpha < 2 \), then \( F(x) \) belongs to the domain of attraction of a stable distribution function \( R(x) \) of type \( S(\alpha, 1, c, 0) \) where \( c > 0 \), and in (25) we can choose \( B_u > 0 \) in such a way that

\[
\lim_{u \to \infty} u[1 - F(B_u x)] = \left\{ \begin{array}{ll}
\frac{2c\Gamma(\alpha)}{\pi x^\alpha} \sin \frac{a\pi}{2} & \text{for } \alpha \neq 1, \\
\frac{2c}{\pi x} & \text{for } \alpha = 1
\end{array} \right.
\]

for \( x > 0 \), and \( A_u = 0 \) for \( 0 < \alpha < 1 \), \( A_u = au \) for \( 1 < \alpha < 2 \), and

\[
A_u = u \int_{|x| < \tau B_u} x dF(x) - \frac{2cB_u}{\pi} \left[ \log \tau - (1-C) \right]
\]
for \( \alpha = 1 \) where \( \tau \) is an arbitrary positive number and \( C = 0.577215... \) is Euler's constant. We note that by Problem 46.12 we have

\[
\lim_{u \to \infty} \frac{A_{u\tau} - \omega A}{B \omega u} = \frac{2C}{\pi} \log \omega
\]

if \( \alpha = 1 \) for any \( \omega > 0 \).

By using the above results we can find the asymptotic distribution of \( v(t) \) as \( t \to \infty \) in each case.

By (1) we have

\[
\{v(t) \geq u\} \equiv \{\tau_u \leq t\}
\]

for all \( t \geq 0 \) and \( u \geq 0 \).

**Theorem 1.** If \( 0 < \sigma^2 < \infty \), then we have

\[
\lim_{t \to \infty} P\left\{ \frac{v(t) - \frac{t}{a}}{\sqrt{\frac{\sigma^2}{a^3}}} \leq x \right\} = \phi(x).
\]

**Proof.** In this case by the central limit theorem we have

\[
\lim_{u \to \infty} P\left\{ \frac{\tau_u - \frac{au}{\sigma \sqrt{u}}}{} \leq x \right\} = \phi(x)
\]

for every \( x \). If we write

\[
t = au + x\sigma \sqrt{u},
\]

then by (33) and (35) it follows that
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\[
\lim_{t \to \infty} P\{v(t) > u\} = \phi(x)
\]

where \( u \) can be determined by (36). For if \( u \to \infty \), then \( t \to \infty \) for any \( x \).

By (36) we can easily prove that

\[
\lim_{t \to \infty} \frac{u - t}{a \sqrt{\frac{t}{a}}} = -x.
\]

Thus by (37) and (38) we obtain that

\[
\lim_{t \to \infty} \frac{v(t) - \frac{t}{a}}{\sqrt{\frac{t}{a}}} = \phi(x)
\]

for any \( x \). Since \( \phi(-x) = 1 - \phi(x) \), therefore (39) implies (34).

**Theorem 2.** If (29) holds with \( 0 < \alpha < 1 \), then

\[
\lim_{t \to \infty} P\{v(t)[1-F(t)] \leq x\} = 1 - R\left(\frac{2\alpha \Gamma(\alpha)}{\pi x} \sin \frac{\pi \alpha}{2}\right)
\]

for \( x > 0 \) where \( R(x) \) is a stable distribution function of type \( S(\alpha, 1, c, 0) \).

**Proof.** In this case we have

\[
\lim_{u \to \infty} P\left\{ \frac{r}{B_t u} \leq x \right\} = R(x)
\]

where \( R(x) = 0 \) for \( x \leq 0 \) and \( B_t > 0 \) satisfies (30) for any \( x > 0 \). If \( x > 0 \) and if we write

\[
t = B_t x,
\]

then by (33) and (41) it follows that
\[
\lim_{t \to \infty} P\{v(t) \geq u\} = R(x)
\]
for \(x > 0\) where \(u\) can be determined by (42). Now from (30) it follows that

\[
\lim_{t \to \infty} u[1-F(t)] = \frac{2c(a)}{\pi x^a} \sin \frac{\alpha \pi}{2}
\]

Thus by (43) and (44) we obtain that

\[
\lim_{t \to \infty} P\{v(t)[1-F(t)] \geq \frac{2c(a)}{\pi x^a} \sin \frac{\alpha \pi}{2}\} = R(x)
\]
for \(x > 0\). Hence (40) follows immediately. In (40) the dependence on \(c\) is only apparent.

Note. If

\[
\lim_{x \to \infty} x^a[1-F(x)] = q
\]
where \(0 < a < 1\) and \(q > 0\), then Theorem 2 is applicable and by (40) we have

\[
\lim_{t \to \infty} P\left\{\frac{av(t)}{t^a} \leq x\right\} = 1-R\left[\frac{2c(a)}{\pi x^a} \sin \frac{\alpha \pi}{2}\right]^{\frac{1}{a}}
\]
for \(x > 0\).

Theorem 3. If (29) holds with \(1 < a < 2\), then

\[
\lim_{t \to \infty} P\left\{\frac{v(t) - \frac{t}{a}}{B_t a^{-(a+1)/a}} \leq x\right\} = 1-R(-x)
\]
for every $x$ where $R(x)$ is a stable distribution function of type $S(\alpha,1,c,0)$ and $B_t > 0$ can be obtained by

(49) \[
\lim_{t \to \infty} t[1-F(B_t)] = \frac{2c\gamma}{\pi} \sin \frac{\alpha \pi}{2}.
\]

**Proof.** In this case we have

(50) \[
\lim_{u \to \infty} P\left\{ \frac{t-u}{u} \leq x \right\} = R(x)
\]

for every $x$ where $B_u > 0$ satisfies (30) for any $x > 0$. If we write

(51) \[
t = au + x B_u,
\]

then by (33) and (50) it follows that

(52) \[
\lim_{t \to \infty} P\{\nu(t) > u\} = R(x)
\]

where $u$ can be determined by (51). For if $u \to \infty$, then $t \to \infty$ for any $x$.

If we make use of the fact that $B_u$ has the form (25), then we can prove that

(53) \[
\lim_{t \to \infty} \frac{u - \frac{t}{a}}{B_t a^{-(\alpha+1)/\alpha}} = -x.
\]

Thus by (52) and (53) we obtain that

(54) \[
\lim_{t \to \infty} \frac{\nu(t) - \frac{t}{a}}{B_t a^{-(\alpha+1)/\alpha} \geq -x} = R(x)
\]

for any $x$. Hence (48) follows. Again the dependence on $c$ is only apparent in (48).
Note. If

\[ \lim_{x \to \infty} x^\alpha [1-F(x)] = q \]

where \( 1 < \alpha < 2 \) and \( q > 0 \), then Theorem 3 is applicable and by (48) we have

\[ \lim_{t \to \infty} P\{ \frac{v(t) - t/\alpha}{B_t a^{(1+\alpha)/\alpha}} \leq x \} = 1-R(-x) \]

where

\[ B_t = \left[ \frac{q\sqrt{t}}{2\pi(a\sin \frac{\alpha\pi}{2})} \right]^{\alpha} \cdot \]

This follows from (30) and (55).

If (28) holds and \( \sigma^2 = \infty \), then in a similar way as (48) we obtain that

\[ \lim_{t \to \infty} P\{ \frac{v(t) - t/\alpha}{B_t a^{-3/2}} \leq x \} = \phi(x) \]

where \( B_t > 0 \) can be obtained by (28).

The case where \( \alpha = 1 \) is somewhat more complicated, but in a similar way as above we can also obtain the asymptotic distribution of \( v(t) \) as \( t \to \infty \). For this case we mention only an example. Let

\[ F(x) = \begin{cases} 
1 - \frac{1}{x} & \text{for } x \geq 1, \\
0 & \text{for } x < 1.
\end{cases} \]

Then by Theorem 44.8 we can prove that
(60) \[ \lim_{u \to \infty} \mathbb{P}\{ \frac{\tau_u - u \log u}{u} \leq x \} = R(x) \]

where \( R(x) \) is a stable distribution function of type \( S(1, 1, \frac{\pi}{2}, 1-C) \)

where \( C = 0.577215 \ldots \) is Euler's constant. (See Problem 46.19 .)

If we write

(61) \[ t = u \log u + xu, \]

then

(62) \[ \lim_{t \to \infty} \frac{u - \frac{t}{\log t}}{\frac{1}{2} (\log t)^2} = -x, \]

and since by (33) and (60) we have

(63) \[ \lim_{t \to \infty} \mathbb{P}\{ v(t) \leq u \} = R(x), \]

therefore it follows that

(64) \[ \lim_{t \to \infty} \frac{v(t) - \frac{t}{\log t}}{\frac{1}{2} (\log t)^2} \geq -x = R(x) \]

or

(65) \[ \lim_{t \to \infty} \frac{v(t) - \frac{t}{\log t}}{\frac{1}{2} (\log t)^2} \leq x = 1 - R(-x) \]

for every \( x \).

The limit distributions (34), (40), and (48) were found for a lattice distribution function \( F(x) \) in 1940 by W. Feller [206]. For the general case see the author [263], [264].
The theory of recurrent processes has attracted much attention in connection with industrial replacement problems. See for example H. Hadwiger [214] and A. Lotka [225]. In industrial replacement problems we assume that a machine works continuously in the time interval \((0, \infty)\) and if a part of the machine breaks down, then we replace it immediately by a similar part. Denote by \(\theta_1, \theta_2, \ldots, \theta_k, \ldots\) the lifetimes of the successive parts used in the machine in the time interval \((0, \infty)\), and denote by \(v(t)\) the number of replacements in the time interval \((0, t]\). If we suppose that \(\{\theta_k\}\) is a sequence of mutually independent and identically distributed positive random variables with distribution function \(\sum_{n=1}^{\infty} F_n(t)\), then \(\{v(t), 0 \leq t < \infty\}\) is a recurrent process as defined previously. It is important to know the stochastic behavior of \(\{v(t), 0 \leq t < \infty\}\), for example, if we want to decide how large the stock of the spare parts should be in order to satisfy the demand in a given time interval with high probability.

The first results were concerned with the asymptotic behavior of the expectation

\[
\tag{66}
m(t) = E\{v(t)\} = \sum_{n=1}^{\infty} F_n(t).
\]

We can easily see that \(m(t)\) satisfies the following integral equation

\[
\tag{67}
m(t) = F(t) + \int_{0}^{t} m(t-x)dF(x)
\]

for \(t \geq 0\).

If

\[
\tag{68}
\sum_{j=0}^{\infty} P\{\theta_k = jd\} = 1
\]
for some $d > 0$, then we say that $F(x)$ is a lattice distribution function and $d > 0$ is called the step of $F(x)$ if $d$ is the largest positive number which satisfies (68). If $d > 0$ is the step of a lattice distribution function $F(x)$, then the g.c.d. $\{j : P(\theta_k = Jd) > 0\} = 1$. If $F(x)$ is a lattice distribution function with step $d$, then by introducing a new time scale we can achieve that $d$ becomes $1$.

If $F(x)$ is a lattice distribution function with step $1$, then let us write

$$f_j = F(j) - F(j-1) \quad (69)$$

for $j = 0, 1, 2, \ldots$ and

$$u_n = m(n) - m(n-1) \quad (70)$$

for $n = 1, 2, \ldots$ and $u_0 = 1$. In this case

$$m(t) = u_1 + u_2 + \ldots + u_n \quad (71)$$

for $n \leq t < n+1$ and (67) can be expressed in the following equivalent form

$$u_n = \sum_{j=1}^{n} f_j u_{n-j} \quad (72)$$

for $n = 1, 2, \ldots$. If we define

$$r_n = \sum_{j=n+1}^{\infty} f_j \quad (73)$$

for $n = 0, 1, 2, \ldots$, then by (72) we can prove that
(74) \[ \sum_{j=0}^{n} r_j u_{n-j} = 1 \]

for \( n = 0, 1, 2, \ldots \).

In the theory of recurrent processes it has been first conjectured that

(75) \[ \lim_{t \to \infty} \frac{m(t)}{t} = \frac{1}{a} \]

where \( a \) is defined by (4).

In 1940 H. Richter [234] demonstrated that if \( \sigma^2 < \infty \) and \( F(x) \) is an absolutely continuous distribution function or a lattice distribution function, then (75) is true. Richter proved also that if \( d(t) = \text{Var} \{ \nu(t) \} \), then under some restrictions on \( F(x) \) we have

(76) \[ \lim_{t \to \infty} \frac{d^2(t)}{m(t)} = \frac{\sigma^2}{a^2} \]

In 1941 W. Feller [205] proved that (75) is generally true without making any restriction on \( F(x) \). Feller used a Tauberian theorem. (See Theorem 9.13 in the Appendix.) However, we can prove this result in an elementary way, which we shall demonstrate soon. Feller also proved that if

(77) \[ a_r = \int_0^\infty x^r dF(x) \]

is finite for some \( r \geq 2 \) and if some other conditions are satisfied too, then

(78) \[ \lim_{t \to \infty} t^{r-2} [m(t) - \frac{t}{a}] = 0 \]
In 1942 H. Schwartz [236] too proved that (75) is true if \( a < \infty \) and if \( F(x) \) is either a lattice distribution function or an absolutely continuous distribution function. He used a Tauberian theorem. (See Theorem 9.13 in the Appendix.) Schwartz also proved that \( \lim_{t \to \infty} \frac{d(t)}{t} = 0 \).

In 1944 S. Täcklind [271] proved in an elementary way that

\[
(79) \quad m(t) - \frac{t}{a} = \begin{cases} 
  o(t) & \text{if } a < \infty, \\
  o(t^{2-r}) & \text{if } a \neq \infty \text{ for some } r \in (1,2), \\
  o(1) & \text{if } a = \infty,
\end{cases}
\]

and in 1945 S. Täcklind [272] proved that if \( a \neq \infty \) for some \( r > 2 \), and if \( F(x) \) is not a lattice distribution function, then

\[
(80) \quad \lim_{t \to \infty} \left[ m(t) - \frac{t}{a} \right] = \frac{a^2}{2a^2} - \frac{1}{2}.
\]

Furthermore, if \( a \neq \infty \) for some \( r > 2 \), and if \( F(x) \) is a lattice distribution function with step 1, then

\[
(81) \quad \lim_{t \to \infty} \left[ m(t) - \frac{[t] + \frac{1}{2}}{a} \right] = \frac{a^2}{2a^2} - \frac{1}{2}.
\]

In (80) and (81) the condition \( a \neq \infty \) for some \( r > 2 \) can be replaced by the condition \( \sigma^2 < \infty \). This was proved in 1949 by W. Feller [206] for (81) and in 1954 by W. L. Smith [553] for (80). These authors demonstrated also that (76) is valid if we assume only that \( \sigma^2 < \infty \).

In the case when \( F(x) \) is an absolutely continuous distribution function, then \( m'(t) \) exists almost everywhere and it is interesting to find
conditions under which

\[
\lim_{t \to \infty} m'(t) = \frac{1}{a}
\]

exists. Such conditions were given in 1941 by W. Feller [205], in 1945 by S. Täcklind [271], in 1953 by D. R. Cox and W. L. Smith [196] and in 1954 by W. L. Smith [553],[554].

Now we shall prove that (75) is generally true. First we shall consider the lattice case, and then the general case. The following proofs are entirely elementary.

**Theorem 4.** If \( F(x) \) is a lattice distribution function, and if

\[
a = \int_0^\infty x dF(x),
\]

then

\[
\lim_{t \to \infty} \frac{m(t)}{t} = \frac{1}{a}.
\]

If \( a = \infty \), then \( 1/a = 0 \).

**Proof.** We may assume without loss of generality that \( F(x) \) has step 1. In this case we shall prove that

\[
\lim_{n \to \infty} \frac{u_0 + u_1 + \ldots + u_n}{n+1} = \frac{1}{a}
\]

where \( u_n \) is defined (70). This implies (84).

Now by (74) we have the inequality
(86) \[ n+1 = \sum_{j+k \leq n} u_j r_k \leq \left( \sum_{j=0}^{n} u_j \right) \left( \sum_{k=0}^{n} r_k \right). \]

Hence

(87) \[ \frac{1}{n} \sum_{k=0}^{n} r_k \leq \frac{n}{n+1} \frac{1}{\sum_{j=0}^{n} u_j}. \]

If \( a < \infty \), then \( \sum_{k=0}^{\infty} r_k = a \) and if \( a = \infty \), then \( \sum_{k=0}^{\infty} r_k = \infty \). If \( n \to \infty \) in (87), then we obtain that

(88) \[ \frac{1}{a} \leq \lim_{n \to \infty} \inf \frac{1}{n+1} \sum_{j=0}^{n} u_j. \]

On the other hand, if \( 0 \leq s \leq n \), then by (74) we have

(89) \[ n+1 = \sum_{j+k \leq n} u_j r_k \geq \left( \sum_{j=0}^{n-s} u_j \right) \left( \sum_{k=0}^{s} r_k \right). \]

Hence it follows that

(90) \[ \limsup_{n \to \infty} \frac{1}{n+1} \sum_{j=0}^{n} u_j \leq \frac{1}{s} \sum_{k=0}^{s} r_k. \]

for \( s = 0, 1, 2, \ldots \). If \( s \to \infty \) in (90), then we get

(91) \[ \limsup_{n \to \infty} \frac{1}{n+1} \sum_{j=0}^{n} u_j \leq \frac{1}{a}. \]

By (88) and (91) we obtain (85) where \( 1/a = 0 \) if \( a = \infty \). This proves the theorem.
Theorem 5. If

\[ a = \int_0^\infty x dF(x), \]

then

\[ \lim_{t \to \infty} \frac{m(t)}{t} = \frac{1}{a} \]

where \( 1/a = 0 \) for \( a = \infty \).

Proof. First, let \( a = \infty \). In this case let us associate a new recurrent process \( \{ \nu(t), 0 \leq t < \infty \} \) with the process \( \{ v(t), 0 \leq t < \infty \} \) by assuming that the recurrence times are \( \bar{\theta}_k = [\theta_k] + 1 \) \( (k = 1, 2, \ldots) \) where \( [x] \) denotes the integral part of \( x \). Let \( \bar{m}(t) = E(\nu(t)) \). Obviously we have \( \bar{m}(t) \leq m(t) \). If \( a = \infty \), then \( E(\bar{\theta}_k) = \infty \) and by Theorem 4 it follows that \( \lim_{t \to \infty} \bar{m}(t)/t = 0 \). This implies (93) for \( a = \infty \).

Second, let \( a < \infty \). Then we have the inequality

\[ \frac{1}{a} - \frac{1}{t} \leq \frac{m(t)}{t} \leq \frac{m(h)+1}{h} + \frac{m(h)}{t} \]

for \( t > 0 \) and \( h > 0 \). Since the event \( \{v(t)+1 = n\} \) and the random variables \( \theta_{n+1}, \theta_{n+2}, \ldots \) are independent for \( n = 1, 2, \ldots \), it follows by Theorem 6.1 of the Appendix that

\[ E(\tau_{v(t)+1}) = [m(t)+1]a \geq t. \]

The last inequality follows from the fact that \( \tau_{v(t)+1} \geq t \). By (95) we obtain the first inequality in (94). To prove the second inequality in (94), let us observe that
holds for all $u \geq 0$ and $h \geq 0$. Let $nh \leq t < (n+1)h$. If we add (96) for $u = t-h, t-2h, ..., t-nh$ and if we take into consideration that $m(t-nh) \leq m(h)$, then we get the inequality

(97) 
$m(t) \leq (n+1)m(h) + n \leq \frac{t}{h} [m(h)+1] + m(h)$

which proves the second half of (94).

From (94) it follows that

(98) 
$\frac{1}{a} \leq \lim \inf \frac{m(t)}{t} \leq \lim \sup \frac{m(t)}{t} \leq \frac{m(h)+1}{h}$

for all $h > 0$. Now we shall prove that

(99) 
$\lim \sup \frac{m(h)+1}{h} \leq \frac{1}{a-\varepsilon}$

where $\varepsilon$ is any positive number. By (98) and (99) we get (93).

To prove (99) for every $\varepsilon > 0$ let us associate a new recurrent process $(\bar{v}(t), 0 \leq t < \infty)$ with the process $(v(t), 0 \leq t < \infty)$ by assuming that the recurrence times are $\bar{\theta}_k = \varepsilon[\theta_k/\varepsilon]$ $(k = 1, 2, ...)$ . Let $\bar{m}(t) = E(\bar{v}(t))$. Since $a-\varepsilon \leq a = E(\bar{\theta}_k) \leq a$, it follows from Theorem 4 that

(100) 
$\lim_{t \to \infty} \frac{\bar{m}(t)}{t} = \frac{1}{a} \leq \frac{1}{a-\varepsilon}$. 

Finally, the inequality $m(t) \leq \bar{m}(t)$ and (100) imply (99). This completes the proof of theorem.
The next two theorems give more information about the asymptotic behavior of \( m(t) \) as \( t \to \infty \). These theorems have many important applications in the theories of Markov chains and stochastic processes.

The following theorem can be deduced from a more general theorem of A. N. Kolmogorov \[221\]. In 1949 P. Erdős, W. Feller and H. Pollard provided an elementary proof of this theorem.

**Theorem 6.** If \( P(x) \) is a lattice distribution function with step \( d \), then

\[
(101) \quad \lim_{n \to \infty} [m(nd+d) - m(nd)] = \frac{d}{a}
\]

where \( a \) is defined by (83). If \( a = \infty \), then \( 1/a = 0 \).

**Proof.** We shall use the same notation as in the proof of Theorem 4. We may assume without loss of generality that \( F(x) \) has step 1, that is, \( d = 1 \). We shall prove that

\[
(102) \quad \lim_{n \to \infty} u_n = \frac{1}{a}
\]

which implies (101).

We shall use the relations (72) and (74) and that \( \gcd\{j: f_j > 0\} = 1 \).

Since \( 0 \leq u_n \leq 1 \), therefore there exists a number \( \lambda = \lim \sup_{n \to \infty} u_n \) and there exists a sequence \( n_1, n_2, \ldots \) such that \( \lim_{v \to \infty} n_v = \lambda \).
Now we shall prove that if \( f_j > 0 \), then

\[
\lim_{v \to \infty} u_{n_v-j} = \lambda \tag{103}
\]

By (72) we can write that

\[
\lambda = \lim_{v \to \infty} u_{n_v} = \lim_{v \to \infty} \inf \{ f_j u_{n_v-j} + \sum_{i=1}^{n_v} f_i u_{n_v-i} \} \leq
\]

\[
\leq f_j \lim_{v \to \infty} \inf u_{n_v-j} + \lambda \sum_{i=1}^{m} f_i + \sum_{i=m+1}^{\infty} f_i
\]

\[
\leq f_j \lim_{v \to \infty} \inf u_{n_v-j} + \lambda \sum_{i=1}^{m} f_i + \sum_{i=m+1}^{\infty} f_i
\]

for any \( m = 1, 2, \ldots \). If \( m \to \infty \) in (104), then we get

\[
\lambda \leq f_j \lim_{v \to \infty} \inf u_{n_v-j} + \lambda (1-f_j) \tag{105}
\]

By (105) we have \( \liminf_{v \to \infty} u_{n_v-j} \geq \lambda \). By definition, we have

\[
\limsup_{v \to \infty} u_{n_v-j} \leq \lambda. \text{ Thus (103) follows.}
\]

Accordingly, we have proved that if \( \lim u_{n_v} = \lambda \) and \( f_j > 0 \), then

\[
\lim_{v \to \infty} u_{n_v-j} = \lambda \tag{103}
\]

Since \( \gcd\{ j : f_j > 0 \} = 1 \), we can find a finite number of positive integers \( j_1, j_2, \ldots, j_s \) such that \( f_{j_1} > 0, f_{j_2} > 0, \ldots, f_{j_s} > 0 \) and \( \gcd\{ j_1, j_2, \ldots, j_s \} = 1 \). By the repeated applications of the previous result we can conclude that if \( \lim u_{n_v} = \lambda \), then \( \lim u_{n_v-k} = \lambda \) where

\[
k = r_1 j_1 + r_2 j_2 + \ldots + r_s j_s \tag{106}
\]

and \( r_1, r_2, \ldots, r_s \) are nonnegative integers. Every integer \( k \geq j_1 j_2 \ldots j_s \) can be represented in the form (106). Therefore \( \lim u_{n_v-k} = \lambda \) whenever
\[ k \geq q = j_1 j_2 \cdots j_s. \]

If we put \( n = n_v - q \) in (74), then we obtain that

\[ m \sum_{j=0}^m r_j u_{n_v - q - j} \leq 1 \]

for \( 0 \leq m \leq n_v - q \). If \( v \to \infty \) in (107), then for any \( m = 0, 1, 2, \ldots \) we get

\[ \lambda \sum_{j=0}^m r_j \leq 1. \]

If \( a = \infty \), then \( \sum_{j=0}^\infty r_j = \infty \), and it follows from (108) that \( \lambda = 0 \).

This proves that (102) holds with \( 1/a = 0 \).

If \( a < \infty \), then \( \sum_{j=0}^\infty r_j = a \), and by (108) it follows that

\[ \lambda = \limsup_{n \to \infty} u_n \leq \frac{1}{a}. \]

Finally, we shall prove that if \( a < \infty \), then

\[ \gamma = \liminf_{n \to \infty} u_n \geq \frac{1}{a}. \]

From (109) and (110) it follows that \( \lambda = \gamma = 1/a \) which proves (102). We can prove (110) in a similar way as (109). If \( \gamma = \liminf_{n \to \infty} u_n \), then there is a sequence \( n_1, n_2, \ldots \) such that \( \lim_{v \to \infty} u_{n_v} = \gamma \). By using (72) we can prove that if \( f_j > 0 \), then \( \lim_{v \to \infty} u_{n_v - j} = \gamma \) also holds. In exactly the same way as before this implies that \( \lim_{v \to \infty} u_{n_v - k} = \gamma \) for \( k \geq q \). If \( a < \infty \), then for any \( \varepsilon > 0 \) and for sufficiently large \( m \) we have \( r_{m+1} + r_{m+2} + \ldots < \varepsilon \). Thus by (64) we have
\[(111) \quad \sum_{j=0}^{m} r_j u_{n_j q-j} \geq 1 - \varepsilon\]

for \(n_j q \geq m\) if \(m\) is large enough. If \(n \to \infty\) in (111), then we get

\[(112) \quad \gamma \sum_{j=0}^{n} r_j \geq 1 - \varepsilon.\]

If \(m \to \infty\) in (112), then we get \(\gamma a \geq 1 - \varepsilon\). Since \(\varepsilon > 0\) is arbitrary, therefore \(\gamma a \geq 1\). This proves (110), and (109) and (110) imply (102) for \(a < \infty\).

In 1945 S. Täcklind [271] found the result (80) which implies that

\[(113) \quad \lim_{t \to \infty} \left[\frac{m(t+h) - m(t)}{h}\right] = \frac{h}{a}\]

for any \(h > 0\) if \(F(x)\) is not a lattice distribution function and \(ar < \infty\) for some \(r > 2\) where \(ar\) is defined by (77). In 1948 J. L. Doob [199] proved that (113) holds if \(F_k(x)\) is not a singular distribution function for some \(k\). In 1948 D. Blackwell [187] proved that (113) is valid if \(F(x)\) is not a lattice distribution function. New proofs for this result of D. Blackwell were found in 1961 by W. Feller and S. Orey [208], and W. Feller [207]. In what follows we shall present the proof of W. Feller [207]. This proof is based on the following auxiliary theorem found in 1960 by G. Choquet and J. Deny [194].

**Lemma 1.** Let \(F(x)\) be a nonlattice distribution function of a positive random variable. If \(u(x)\) is a continuous bounded solution of

\[(114) \quad u(x) = \int_{0}^{x} u(x-y)dF(y)\]
then \( u(x) \equiv \text{constant} \).

**Proof.** First, we shall prove that if \( u(x) \) is a uniformly continuous bounded solution of (114), then \( u(x) \equiv \text{constant} \).

Denote \( S \) the set of points of increase of \( F(x) \), that is,

\[
S = \{ x : F(x+\varepsilon) - F(x-\varepsilon) > 0 \text{ for all } \varepsilon > 0 \}.
\]

Denote by \( S^* \) the smallest set which contains \( S \) and which has the following property: If \( x \in S^* \) and \( y \in S^* \), then \( x+y \in S^* \) and \( x-y \in S^* \). Since \( F(0) < 1 \), it follows by Theorem 43.5 that \( S^* = (-\infty, \infty) \).

In what follows we shall prove that if \( a \in S \), then \( u(x) = u(x-a) \) for every \( x \). Then by the previous remark we can conclude that \( u(x) = u(x-a) \) holds for every \( x \) and every \( a \), that is, \( u(x) \equiv \text{constant} \).

Let \( a \in S \) and define \( v(x) = u(x) - u(x-a) \).

For every \( a \) the function is uniformly continuous and bounded and satisfies

\[
v(x) = \int_{0}^{\infty} v(x-y) dF(y).
\]

Let \( \sup_{-\infty < x < \infty} v(x) = q \). Then there is a sequence \( x_1, x_2, \ldots, x_n, \ldots \) such that \( \lim_{n \to \infty} v(x_n) = q \). Define \( w_n(x) = v(x+x_n) \) for \( n = 1, 2, \ldots \).

Since \( u(x) \) is uniformly continuous, the sequence \( \{w_n(x)\} \) is equicontinuous and by a theorem of C. Arzelà (cf. A. N. Kolmogorov and S. V. Pomin[56 p. 54]) it contains a subsequence \( \{w_{n_k}(x)\} \) which converges uniformly in every
finite interval. Let \( \lim_{k \to \infty} w_k(x) = w(x) \). The function \( w(x) \) is uniformly continuous, bounded, \( w(x) \leq q \), and satisfies

\[
(117) \quad w(x) = \int_0^\infty w(x-y) dF(y).
\]

By definition \( w(0) = q \). If \( w(x) = q \) for some \( x \), then \( w(x-a) = q \) also holds because \( w(x) \) is the weighted average of \( w(x-y) \) for \( 0 \leq y < \infty \) and \( a \) is a point of increase of \( F(y) \). Thus it follows that \( w(-ja) = q \) for \( j = 0, 1, 2, \ldots \). Since \( w(x) = \lim_{k \to \infty} v(x+\eta_k) \) for every \( x \), therefore if \( z = x+\eta_k \) where \( k \) is sufficiently large we have the inequality

\[
(118) \quad v(z-ja) = u(z-ja) - u(z-ja-a) > \frac{q}{2}
\]

for \( j = 0, 1, \ldots, r \) where \( r \) is any integer. If we add (118) for \( j = 0, 1, \ldots, r-1 \), then we obtain that

\[
(119) \quad u(z) - u(z-ra) > \frac{r(q/2)}{2}.
\]

Since \( u(x) \) is bounded and \( r \) is arbitrary, we can conclude that \( q = \sup_{-\infty < x < \infty} v(x) \leq 0 \). But the same argument applies to the function \( -v(x) \), and therefore \( \sup_{-\infty < x < \infty} [-v(x)] \leq 0 \) also holds. Consequently \( v(x) \equiv 0 \). This proves that \( u(x) = u(x-a) \) for every \( x \) and therefore \( u(x) \equiv \) constant.

Now suppose that \( u(x) \) is a continuous bounded solution of (114).

Let us define

\[
(120) \quad u_\varepsilon(x) = \int_{-\infty}^\infty u(x-y) \frac{\varepsilon}{\varepsilon^2 + y^2} dy
\]

for \( \varepsilon > 0 \). Then \( u_\varepsilon(x) \) is a uniformly continuous bounded function of \( x \) and satisfies
(121) \[ u_\varepsilon(x) = \int_0^\infty u_\varepsilon(x-y)dF(y). \]

By the previous result we can conclude that \( u_\varepsilon(x) = \text{constant} \) for every \( \varepsilon > 0 \). If \( \varepsilon \to 0 \), then by (120) \( u_\varepsilon(x) \to u(x) \), and therefore \( u(x) = \text{constant} \). This completes the proof of the lemma.

Now we are going to prove the following theorem of D. Blackwell [187].

**Theorem 7.** If \( F(x) \) is not a lattice distribution function and

(122) \[ a = \int_0^\infty xdF(x), \]

then

(123) \[ \lim_{t \to \infty} [m(t+u) - m(t)] = \frac{u}{a} \]

for any \( u > 0 \). If \( a = \infty \), then \( 1/a = 0 \).

**Proof.** Let

(124) \[ H_t(u) = m(t+u) - m(t) \]

for \( t \geq 0 \) and \( -\infty < u < \infty \). For every \( t \) the function \( H_t(u) \) is non-decreasing and bounded in every finite interval. For \( H_t(u) \leq m(u)+1 < \infty \) for all \( t \geq 0 \) and \( u \). By Theorem 41.7 it follows that the family of functions \( \{H_t(u), 0 \leq t < \infty\} \) is weakly compact in any finite interval \([-U, U]\). Thus there exist a nondecreasing function \( H(u) \) and a sequence \( t_1, t_2, \ldots, t_n, \ldots \) such that \( t_n \to \infty \) as \( n \to \infty \) and

(125) \[ \lim_{n \to \infty} H_{t_n}(u) = H(u) \]
in every continuity point of \( H(u) \) in any finite interval \([-U, U]\). Furthermore, by the Note after Theorem 41.8, it follows that if \( g(u) \) is a continuous function of \( u \) and if \( g(u) = 0 \) for \(|u| \geq U\), then

\[
(126) \quad \lim_{n \to \infty} \int_{-U}^{U} g(x-u) dH_t_n(u) = \int_{-U}^{U} g(x-u) dH(u).
\]

Let

\[
(127) \quad u(x) = \int_{-U}^{U} g(x-u) dH(u),
\]

and

\[
(128) \quad h(t) = g(t) + \int_{0}^{\infty} g(t-u) dF(u).
\]

By (128) we obtain that

\[
(129) \quad h(t) = g(t) + \int_{0}^{\infty} h(t-u) dF(u).
\]

If we put \( t = t_n + x \) in (128), then we get

\[
(130) \quad h(t_n + x) = g(t_n + x) + \int_{t_n}^{\infty} g(x-u) dH_t_n(u) + g(x-t_n) m(t_n).
\]

If we let \( n \to \infty \) in (130) then obtain that

\[
(131) \quad \lim_{n \to \infty} h(t_n + x) = u(x)
\]

defined by (127). If we put \( t = t_n + x \) in (129) and let \( n \to \infty \), then by (131) we obtain that

\[
(132) \quad u(x) = \int_{0}^{\infty} u(x-y) dF(y)
\]

for all \( x \). Since \( u(x) \) is continuous and bounded, by Lemma 1 it follows that \( u(x) = \) constant, that is,
VII-93

(133) \[ \int_{-\infty}^{\infty} g(x-u) dH(u) = \text{constant} \]

for every continuous function \( g(u) \) such that \( g(u) = 0 \) for \( |u| \geq U \) where \( U \) is a finite positive number. We observe that \( H(0) = 0 \) if \( u = 0 \) is a continuity point of \( H(u) \). For \( H_t(0) = 0 \) for \( t \geq 0 \). Thus by (133) it follows that

(134) \[ H(u) = Cu \]

where \( C \) is a constant. By Theorem 5 it follows immediately that \( C = 1/a \) if \( a < \infty \) and \( C = 0 \) if \( a = \infty \). However, we can prove this directly by using (67). By (67) it follows that

(135) \[ \int_0^t [1-F(t-u)] dm(u) = F(t) \]

for \( t \geq 0 \). If we use (134), that is, that

(136) \[ \lim_{t_n \to \infty} [m(t_n + u) - m(t_n)] = Cu \]

for every \( u \), and if we put \( t = t_n \) in (135) and let \( t_n \to \infty \), then we obtain that

(137) \[ C \int_0^\infty [1-F(u)] du = 1. \]

Thus, we have \( Ca = l \).

Since in (136) the limit does not depend on the particular sequence \( \{t_n\} \), it follows that

(138) \[ \lim_{t \to \infty} [m(t+u) - m(t)] = \frac{u}{a} \]

also holds. In (138) \( 1/a = 0 \) if \( a = \infty \). This completes the proof of the theorem.
Theorem 7 has many useful applications in the theory of regenerative stochastic processes. A stochastic process is said to be regenerative if it has the property that every time some given pattern appears the future stochastic behavior of the process is the same independently of the past. Theorem 7 can be used in finding the limiting distribution of such processes.

In several cases we can use Theorem 7 in the following form. (See W. L. Smith [553], [240] and the author [261], [262], [269].

Theorem 8. Let us assume that \( Q(x) \) is of bounded variation in the interval \([0, \infty)\) and

\[
Q = \int_0^\infty Q(x)dx
\]

exists. Furthermore, let \( F(x) \) be a nonlattice distribution function of a positive random variable for which

\[
a = \int_0^\infty xdF(x).
\]

Then we have

\[
\lim_{t \to \infty} \int_0^t Q(t-u)dm(u) = \frac{Q}{a}
\]

where \( 1/a = 0 \) if \( a = \infty \).

Proof. Every function of bounded variation can be expressed as the difference of two nonincreasing functions. Thus in proving the theorem we can restrict ourself to the case where \( Q(x) \) is a nonnegative and nonincreasing function of \( x \) for \( 0 \leq x < \infty \). If \( Q(x) \equiv 0 \), then (141) is obviously true. Thus we may assume that \( Q(0) > 0 \).
Let

\[ Q_1(t) = \int_0^{t/2} Q(t-u)dm(u) \]

and

\[ Q_2(t) = \int_{t/2}^t Q(t-u)dm(u) \]

We have evidently

\[ 0 \leq Q_1(t) \leq Q(t_{1/2}m(t_{1/2})) \]

Since

\[ \lim_{t \to +\infty} \frac{t}{2} Q(t_{1/2}) = 0 \]

and since by Theorem 5

\[ \lim_{t \to +\infty} m(t_{1/2})/2 = \frac{1}{a} \]

we obtain that

\[ \lim_{t \to +\infty} Q_1(t) = 0 \]

Now we shall prove that

\[ \lim_{t \to +\infty} Q_2(t) = \frac{Q}{a} \]

For any \( \epsilon > 0 \) let us choose an \( h \) such that \( 0 < h < \epsilon/Q(0) \). Then we have

\[ \sum_{n=1}^{\infty} Q(nh) < Q(0) < \epsilon \]

If we choose \( t \) so large that

\[ h \sum_{n=[t/2h]}^{\infty} Q(nh) < \epsilon \]
and

\[ \left| \frac{m(u+h) - m(u)}{h} - \frac{1}{a} \right| < \varepsilon \tag{151} \]

for \( u \geq t/2 \), then we have

\[ \left( \frac{1}{a} - \varepsilon \right) \left( \frac{1}{a} + \varepsilon \right) h < Q_2(t) < \left( \frac{1}{a} + \varepsilon \right) h \sum_{n=1}^{\infty} Q(n h) \] \[ \tag{152} \]

Hence it follows that

\[ \left( \frac{1}{a} - \varepsilon \right) (Q - 2\varepsilon) < Q_2(t) < \left( \frac{1}{a} + \varepsilon \right) (Q + \varepsilon) \]
\[ \tag{153} \]

if \( t \) is large enough. Since \( \varepsilon > 0 \) is arbitrary, (153) proves (148).

By (147) and (148) we obtain (141). This completes the proof of the theorem.

It is interesting to study the asymptotic behavior of \( m(t) \) as \( t \to \infty \) in the case when \( a = \infty \). By Theorem 5 it follows that

\[ \lim_{t \to \infty} \frac{m(t)}{t} = 0 \tag{154} \]

if \( a = \infty \). If we know the asymptotic behavior of \( 1-F(x) \) as \( x \to \infty \), then we can obtain more precise results for the asymptotic behavior of \( m(t) \) as \( t \to \infty \). We shall prove the following result.

**Theorem 9.** If

\[ 1-F(x) \sim \frac{h(x)}{x^a} \tag{155} \]

as \( x \to \infty \) where \( 0 < a < 1 \) and \( h(x) \) is a slowly varying function of \( x \) at \( x \to \infty \), that is,

\[ \lim_{x \to \infty} \frac{h(\omega x)}{h(x)} = 1 \tag{156} \]
for any \( \omega > 0 \), then

\[
(157) \quad m(t) \sim \frac{\sin \alpha t}{\alpha^2} \frac{t^\alpha}{h(t)}
\]
as \( t \to \infty \).

Proof. In formulas (155) and (157) the symbol \( \sim \) means that the two sides are asymptotically equal, that is, their ratio tends to 1 as \( x \to \infty \) or \( t \to \infty \).

Let

\[
(158) \quad \phi(s) = \int_0^\infty e^{-sx}dF(x)
\]
for \( \Re s \geq 0 \). Then we have

\[
(159) \quad \int_0^\infty e^{-st}dm(t) = \frac{\phi(s)}{1-\phi(s)} = \frac{1}{1-\phi(s)} - 1
\]
for \( \Re (s) > 0 \). If \( s \to 0 \), then by an Abelian theorem (Theorem 9.12 in the Appendix) we obtain that

\[
(160) \quad 1-\phi(s) = s \int_0^\infty e^{-sx}[1-F(x)]dx \sim r(1-\alpha)s^\alpha h(\frac{1}{s})
\]

Hence

\[
(161) \quad \int_0^\infty e^{-st}dm(t) \sim \frac{1}{r(1-\alpha)s^\alpha h(\frac{1}{s})}
\]
as \( s \to 0 \) and by a Tauberian theorem (Theorem 9.14 in the Appendix) we obtain (157).

In the case where \( F(x) \) is a lattice distribution function the result
(157) was found in 1949 by W. Feller [206]. Actually, Feller considered the particular case when \( h(x) \equiv \text{constant} \). For the case where \( h(x) \) satisfies (156) see A. Garsia and J. Lamperti [209]. In the general case, the result (157) was proved in 1955 by E. B. Dynkin [200]. See also W. L. Smith [238]. Dynkin also proved that (157) implies (155).

In 1961 W. L. Smith [243] proved that if (155) holds with \( \alpha = 0 \), then

\[
m(t) \sim \frac{1}{1-F(t)}
\]

as \( t \to \infty \), and if (155) holds with \( \alpha = 1 \), then

\[
m(t) \sim \frac{t}{\int_0^t [1-F(u)]du}
\]

as \( t \to \infty \), and the converse statements are also true.

In a similar way as Theorem 9 we can prove that if

\[
d(t) = \text{Var}\{\nu(t)\}
\]

and if \( F(x) \) satisfies (155) with \( 0 < \alpha < 1 \), then

\[
d(t) \sim \frac{\Gamma(\alpha+1)\pi^{1/2}2^{-2\alpha}}{\Gamma(\alpha+\frac{1}{2})} \left[ \frac{1}{\Gamma(\alpha+\frac{1}{2})} \right] \sin^2\alpha \pi \int_0^t \frac{t^{2\alpha}}{\frac{2^\alpha \pi^2}{2} (h(t))^2} \]

as \( t \to \infty \). For the proof of (165) we refer to W. Feller [206] and J. L. Teugels [273].
If \( F(x) \) satisfies (155) with \( 1 < \alpha < 2 \), then the expectation of \( F(x) \) is a finite positive number \( a \) and we have

\[
(166) \quad m(t) = \frac{t}{a} \alpha^2 h(t) \frac{t^{2-a}}{(\alpha-1)(2-a)a^2} 
\]

and

\[
(167) \quad d(t) = \frac{2t^{3-a}h(t)}{(2-a)(3-a)a^3} 
\]

as \( t \to \infty \). See W. Feller [206] and J. L. Teugels [273, 274].

For the recurrent process \( \{\nu(t), 0 \leq t < \infty\} \) denote by \( x_t \) the distance between \( t \) and the occurrence time of the first event occurring after time \( t \). The distribution function of \( x_t \) is given by

\[
(168) \quad P(x_t \leq x) = \int_t^{t+x} [1-F(t+x-u)]dm(u) 
\]

for \( x \geq 0 \). For the event \( \{x_t \leq x\} \) occurs if and only if at least one event occurs in the interval \((t, t+x]\) in the recurrent process. This event can occur in several mutually exclusive ways: the last event occurring in the interval \((t, t+x]\) is the \( n \)-th event \((n = 1, 2, \ldots)\) in the recurrent process. Thus by the theorem of total probability we obtain that

\[
(169) \quad P(x_t \leq x) = \sum_{n=1}^{\infty} P(t < \tau_n \leq t+x < \tau_{n+1}) = \\
= \sum_{n=1}^{\infty} \int_t^{t+x} [1-F(t+x-u)]dP(\tau_n \leq u) , 
\]

Since

\[
(170) \quad m(u) = \sum_{n=1}^{\infty} P(\tau_n \leq u) , 
\]

we get (168) from (169).
Theorem 9. If $F(x)$ is not a lattice distribution function and if $a < \infty$, then the limiting distribution

(171) \[ \lim_{t \to \infty} P(x_t \leq x) = F^*(x) \]

exists and we have

(172) \[ F^*(x) = \begin{cases} \frac{1}{a} \int_{0}^{x} [1-F(y)]dy & \text{for } x \geq 0, \\ 0 & \text{for } x < 0. \end{cases} \]

Proof. This theorem follows immediately from Theorem 8 if we apply it to the function

(173) \[ Q(u) = \begin{cases} 1-F(u) & \text{for } u \leq x, \\ 0 & \text{for } u > x. \end{cases} \]

If $F(x)$ is a lattice distribution function, then the limiting behavior of $P(x_t \leq x)$ can easily be obtained by Theorem 6.

We note that if we suppose that $F(x)$ is not a lattice distribution function and if $F(x)$ has a finite variance of $\sigma^2$, then we have

(174) \[ \lim_{t \to \infty} E(x_t) = \int_{0}^{\infty} xdF^*(x) = \frac{\sigma^2 + a^2}{2a}. \]

For $\tau(t) + 1 = t + x_t$ and therefore by (95) we have

(175) \[ E(x_t) = [m(t) + 1]a - t. \]

If $t \to \infty$ in (175), then by (80) we obtain that the limit of the right-hand side is $(\sigma^2 + a^2)/2a$. This proves (174).
If $F(x)$ satisfies (155) with $0 < \alpha < 1$, then

$$
\lim_{t \to \infty} P\left\{ \frac{x_t}{t} \leq x \right\} = H_\alpha(x)
$$

where

$$
H_\alpha(x) = \begin{cases} 
\frac{\sin \pi x}{\pi} \int_0^x \frac{du}{u^\alpha (1+u)} & \text{for } 0 < x < \infty, \\
0 & \text{for } x < 0.
\end{cases}
$$

This result was found in 1955 by E. B. Dynkin [200]. See also J. Lamperti [222].

It is interesting to observe that the limiting distribution (176) depends on $F(x)$ only through the parameter $\alpha$.

Let us define $\eta_t$ as the distance between $t$ and the occurrence time of the last event occurring before time $t$, and $\eta_t = t$ if no events occur in the interval $(0, t]$. For $\eta_t$ we have the obvious relations

$$
P\{\eta_t > y\} = P\{x_{t-y} > y\}
$$

and

$$
P\{x_t > x, \eta_t > y\} = P\{x_{t-y} > x+y\}
$$

for $x \geq 0$ and $0 \leq y \leq t$.

If we know the asymptotic distribution of $x_t$ as $t \to \infty$, then by (178) and (179) we can determine the asymptotic distributions of $\eta_t$ and $(\eta_t, x_t)$.
as $t \to \infty$. Also we can determine the asymptotic distribution of $\theta_t^* = \eta_t^* + \chi_t$ for $t \to \infty$. The random variable $\theta_t^*$ is the time difference between the occurrence time of the first event occurring after $t$ and the occurrence time of the last event occurring before $t$.

If $F(x)$ is not a lattice distribution and if $a < \infty$, then by (171) and (178) we obtain that

\[(180) \quad \lim_{t \to \infty} P(\eta_t \leq x) = F^*(x)\]

where $F^*(x)$ is given by (172). Furthermore, by (179) we obtain that

\[(181) \quad \lim_{t \to \infty} P(\theta_t^* \leq x) = \frac{1}{a} \int_0^x ydF(y)\]

for $x \geq 0$. If, in addition, $\sigma^2 < \infty$, then we have

\[(182) \quad \lim_{t \to \infty} E(\theta_t^*) = a + \frac{\sigma^2}{a} \]

If $F(x)$ satisfies (155) with $0 < a < 1$, then by (179) we obtain that

\[(183) \quad \lim_{t \to \infty} P\left(\frac{\chi_t}{t} > x, \frac{\eta_t}{t} > y\right) = 1 - H_a\left(\frac{x+y}{1-y}\right)\]

for $0 < y < 1$ and $x > 0$ where $H_a(x)$ is given by (177). From (183) it follows that

\[(184) \quad \lim_{t \to \infty} P\left(\frac{\theta_t^*}{t} \leq x\right) = \sin\pi \int_0^x \frac{a(u)}{u^{a+1}} du\]

for $x \geq 0$ where
Note 1. If we suppose in Definition 1 that \( \theta_1 \) is a positive random variable with distribution function \( P(\theta_1 \leq x) = \hat{F}(x) \) whereas \( P(\theta_n \leq x) = F(x) \) for \( n = 2, 3, \ldots \), and if every other assumption remains unchanged, then we arrive at the notion of a general recurrent process. For a general recurrent process we have

\[
(185) \quad q(u) = \begin{cases} 
1 - (1-u)u & \text{for } 0 \leq u \leq 1, \\
1 & \text{for } u > 1.
\end{cases}
\]

For a general recurrent process we have

\[
(186) \quad P(\nu(t) \leq n) = 1 - \hat{F}(t) * F_n(t)
\]

for \( n = 0, 1, 2, \ldots \) where \(*\) means convolution. By (186) we have

\[
(187) \quad E(\nu(t)) = \sum_{n=0}^{\infty} \hat{F}(t) * F_n(t).
\]

If we use the definition (3) and if

\[
(188) \quad \hat{\phi}(s) = \int_{0}^{\infty} e^{-sx} \, d\hat{F}(x)
\]

for \( \Re(s) > 0 \), then by (187) we obtain that

\[
(189) \quad \int_{0}^{\infty} e^{-st} \, dE(\nu(t)) = \frac{\hat{\phi}(s)}{1-\hat{\phi}(s)}
\]

for \( \Re(s) > 0 \).

Most of the limit theorems which we proved for ordinary recurrent processes remain valid for general recurrent processes too.
Let us suppose that $F(x)$ has a finite expectation $a$ and let $\hat{F}(x) = F^*(x)$ defined by (172). In this case we say that the recurrent process is homogeneous. For a homogeneous recurrent process we have

\[(190) \quad E\{v(t)\} = \frac{t}{a}\]

for every $t \geq 0$ and

\[(191) \quad P\{x_t \leq x \} = F^*(x)\]

for every $t \geq 0$.

Note 2. Recurrent processes have useful applications in the investigations of the fluctuations of sums of mutually independent and identically distributed random variables.

Let $\xi_1, \xi_2, \ldots, \xi_n, \ldots$ be a sequence of mutually independent and identically distributed random variables. Let $\xi_n = \xi_1 + \xi_2 + \ldots + \xi_n$ for $n = 1, 2, \ldots$ and $\xi_0 = 0$.

Let $\tau_0 = 0$. Denote by $\tau_1$ the smallest $n = 1, 2, \ldots$ for which $\xi_n > \xi_0 = 0$. Denote by $\tau_2$ the smallest $n = 1, 2, \ldots$ for which $\xi_n > \xi_{\tau_1}$ and so on for $k = 2, 3, \ldots$ denote by $\tau_k$ the smallest $n = 1, 2, \ldots$ for which $\xi_n > \xi_{\tau_{k-1}}$. For every $t \geq 0$ let $v(t)$ be a random variable which takes on nonnegative integers only and satisfies the relation

\[(192) \quad \{v(t) \geq k\} = \{\tau_k \leq t\}\]

for all $t \geq 0$ and $k = 0, 1, 2, \ldots$. 
In this case the family of random variables \( \{v(t), 0 \leq t < \infty\} \) forms a recurrent process and the recurrence times \( \theta_k = \tau_k - \tau_{k-1} \) \( (k = 1, 2, \ldots) \) are mutually independent and identically distributed discrete random variables taking on positive integers only. The random variables \( \tau_1, \tau_2, \ldots, \tau_k, \ldots \) are the ladder indices of the sequence \( \xi_0, \xi_1, \ldots, \xi_n, \ldots \) as we defined in Section 19. By Theorem 19.3 we have

\[
(193) \quad \sum_{n=1}^{\infty} \frac{2^n}{n!} P(\theta_n > 0) \sum_{n=1}^{\infty} \frac{P(\theta_n = n) z^n}{n!} = 1 - e^{-2z}
\]

for \( |z| < 1 \).

If we define \( x_k = \xi_{\tau_k} - \xi_{\tau_{k-1}} \) for \( k = 1, 2, \ldots \), then \( x_1, x_2, \ldots, x_k, \ldots \) is a sequence of mutually independent and identically distributed positive random variables. If we consider the random variables \( x_1, x_2, \ldots, x_k, \ldots \) as recurrence times, then by Definition 1 they too determine a recurrent process. By Theorem 19.4 we have

\[
(194) \quad E(e^{-sz_k}) = 1 - e^{-s\xi_{\tau_k}} = 1 - e^{-s\xi_{\tau_{k-1}}} \sum_{n=1}^{\infty} \frac{1}{n!} e^{-s\xi_{\tau_{k-1}}} \delta(\xi_{\tau_n} > 0)}
\]

for \( \text{Re}(s) \geq 0 \) where \( \delta(\xi_{\tau_n} > 0) \) is the indicator variable of the event \( \xi_{\tau_n} > 0 \).

Finally, we note that Theorem 6 and Theorem 7 can be extended for an infinite sequence of mutually independent and identically distributed real random variables \( \xi_1, \xi_2, \ldots, \xi_n, \ldots \) which are not necessarily positive. Let \( P(\xi_n \leq x) = F(x) \) and define \( \xi_n = \xi_1 + \xi_2 + \ldots + \xi_n \) for \( n = 1, 2, \ldots \).
Denote by $M(x, h)$ the expected number of integers $n = 1, 2, \ldots$ for which $x < \zeta_n \leq x+h$, that is

$$M(x, h) = \sum_{n=1}^{\infty} P(x < \zeta_n \leq x+h).$$

Let

$$a = \int_{-\infty}^{\infty} xdF(x)$$

where $a = +\infty$ or $a = -\infty$ is allowed.

If $F(x)$ is a lattice distribution function with step $d$ and if $a > 0$, then

$$\lim_{x \to \infty} M(x, d) = \frac{d}{a}$$

where $1/a = 0$ for $a = +\infty$, and

$$\lim_{x \to -\infty} M(x, d) = 0.$$

The case $a < 0$ can be obtained by symmetry. This result generalizes Theorem 6.

If $F(x)$ is not a lattice distribution function and if $a > 0$, then

$$\lim_{x \to \infty} M(x, h) = \frac{h}{a}$$

for any $h > 0$ where $1/a = 0$ for $a = +\infty$, and

$$\lim_{x \to -\infty} M(x, h) = 0$$

for any $h > 0$. The case $a < 0$ can be obtained by symmetry. This result
generalizes Theorem 7.

The above extensions of Theorem 6 and Theorem 7 were given in 1952 and in 1953 by K. L. Chung and H. Pollard [192], K. L. Chung and J. Wolfowitz [193] and D. Blackwell [188].

In conclusion of this section we shall define the notion of a compound recurrent process.

**Definition 2.** Let \( \{v(t), 0 \leq t < \infty\} \) be a recurrent process as we defined in Definition 1. Let \( x_1, x_2, \ldots, x_k, \ldots \) be a sequence of mutually independent and identically distributed real random variables which are independent of the process \( \{v(t), 0 \leq t < \infty\} \). Let us define

\[
\chi(t) = \sum_{1 \leq i \leq v(t)} x_i
\]

for \( t \geq 0 \). We say that \( \{\chi(t), 0 \leq t < \infty\} \) is a compound recurrent process.

Denote by \( \theta_1, \theta_2, \ldots, \theta_n, \ldots \) the successive recurrence times in the process. Let \( P(\theta_n \leq x) = F(x) \) and \( P(x_1 \leq x) = H(x) \).

If we know \( F(x) \) and \( H(x) \), then the distribution function of \( \chi(t) \) can be obtained by the following formula

\[
P(\chi(t) \leq x) = \sum_{n=0}^{\infty} [F_n(t) - F_{n+1}(t)]H_n(x).
\]

where \( F_n(x) \) and \( H_n(x) \) denote the \( n \)-th iterated convolutions of \( F(x) \) and \( H(x) \) respectively, and \( F_0(x) = H_0(x) = 1 \) for \( x \geq 0 \) and \( F_0(x) = H_0(x) = 0 \) for \( x < 0 \).
If both $F(x)$ and $H(x)$ belong to the domain of attraction of a stable distribution function, then by suitable normalization $x(t)$ has a limiting distribution as $t \to \infty$.

Let us suppose that

$$
\lim_{n \to \infty} \frac{\frac{1}{n} \sum_{i=1}^{n} \theta_i - A_1(n)}{A_2(n)} \leq x = P(\theta \leq x)
$$

and

$$
\lim_{n \to \infty} \frac{\frac{1}{n} \sum_{i=1}^{n} \chi_i - B_1(n)}{B_2(n)} \leq x = P(\chi \leq x)
$$

where $\lim_{n \to \infty} A_2(n) = \infty$ and $\lim_{n \to \infty} B_2(n) = \infty$, and $\theta$ and $\chi$ are independent random variables. If $F(x)$ and $H(x)$ belong to the domain of attraction of a stable distribution function, then the limiting distributions (203) and (204) can be obtained by Theorem 44.6 and by Theorem 44.8. If (203) is satisfied, then we can find normalizing functions $c_1(t)$ and $c_2(t)$ such that $c_2(t) \to \infty$ as $t \to \infty$ and

$$
\lim_{t \to \infty} \frac{\chi(t) - c_1(t)}{c_2(t)} \leq x = P(\chi \leq x)
$$

where the random variable $\chi$ depends on $\theta$. The limiting distribution (205) can be obtained by Theorems 1, 2 and 3 in this section. Finally, by Theorem 45.2 or by using the same method which we used in proving Theorem 45.2 we can conclude that there are normalizing functions $D_1(t)$ and $D_2(t)$ such that $D_2(t) \to \infty$ as $t \to \infty$ and a distribution function $Q(x)$ such that
Let us assume that in (203) $A_1(n) = A_1 n$ and $A_2(n) = A_2 n^a$ where $A_2 > 0$, and $a > 0$ for $A_1 = 0$ and $0 < a < 1$ for $A_1 > 0$. Furthermore, in (204) let $B_1(n) = B_1 n$ and $B_2(n) = B_2 n^b$ where $B_2 > 0$, and $b > 0$ for $B_1 = 0$ and $0 < b < 1$ for $B_1 > 0$. In this case, in (205) we have $C_1(t) = C_1 t$ and $C_2(t) = C_2 t^c$ where the constants $C_1, C_2$ and $c$ and the random variable $v$ are given in Table I.

<table>
<thead>
<tr>
<th>$A_1$</th>
<th>$C_1$</th>
<th>$C_2$</th>
<th>$c$</th>
<th>$v$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>$1/A_2^{1/a}$</td>
<td>$l/a$</td>
<td>$e^{-l/a}$</td>
</tr>
<tr>
<td>$&gt; 0$</td>
<td>$l/A_1$</td>
<td>$A_2/A_1^{1+a}$</td>
<td>$a$</td>
<td>$-e$</td>
</tr>
</tbody>
</table>

Now by Theorem 45.2 we can conclude that in (206) $D_1(t) = D_1 t$ and $D_2(t) = D_2 t^d$ where the constants $D_1, D_2, d$ and the distribution function $Q(x)$ are given in Table II.
In the particular case when $E(n) = a$, $E(y_n) = b$, and $\text{Var}(\theta_n) = \sigma_a^2$ and $\text{Var}(x_n) = \sigma_b^2$ are finite positive numbers we have

$$\lim_{n \to \infty} P\left( \frac{\sum_{i=1}^{n} \theta_i - na}{\sigma_a \sqrt{n}} \leq x \right) = \Phi(x)$$

and

$$\lim_{n \to \infty} P\left( \frac{x_1 + \ldots + x_n - nb}{\sigma_b \sqrt{n}} \leq x \right) = \Phi(x)$$

where $\Phi(x)$ is the normal distribution function. Now by the 5-th statement of Table II we can conclude that

$$\lim_{t \to \infty} P\left( \frac{\chi(t) - bt}{\sqrt{t}} \leq x \right) = P\left( \frac{a \sigma_{\theta} x - b \sigma_{\theta}}{a^{3/2}} \leq x \right)$$
where \( x \) and \( \theta \) are independent random variables with distribution functions
\[
P(x \leq x) = P(\theta \leq x) = \phi(x)
\]
Hence it follows that
\[
\lim_{t \to \infty} P\left( \frac{x(t) - (bt/a)}{(a^2 \sigma_b^2 + b^2 \sigma_d^2) t^{-1/2}} \leq x \right) = \phi(x).
\]

As another example, let us suppose that \( \{\theta_n\} \) and \( \{x_n\} \) are positive random variables for which
\[
\lim_{x \to \infty} P(\theta_n > x)^{a_1} = a_1
\]
where \( 0 < a_1 < 1 \) and \( a_1 > 0 \), and
\[
\lim_{x \to \infty} P(x_n > x)^{a_2} = a_2
\]
where \( 0 < a_2 < 1 \) and \( a_2 > 0 \). Then
\[
\lim_{n \to \infty} P\left( \frac{\theta_1 + \ldots + \theta_n}{n^{1/a_1}} \leq x \right) = R_1(x)
\]
where \( R_1(x) \) is a stable distribution function of type \( S(a_1, 1, \tau(1-a_1) \cos \frac{a_1 \pi}{2}, 0) \) and
\[
\lim_{n \to \infty} P\left( \frac{x_1 + \ldots + x_n}{n^{1/a_2}} \leq x \right) = R_2(x)
\]
where \( R_2(x) \) is a stable distribution function of type \( S(a_2, 1, \tau(1-a_2) \cos \frac{a_2 \pi}{2}, 0) \). Then by the first statement of Table II we obtain that
\[
\lim_{t \to \infty} P\left( \frac{x(t)}{a_1 t^{1/a_1}} \leq x \right) = Q(x)
\]
where
and $\theta$ and $x$ are independent random variables for which $P(\theta \leq x) = R_1(x)$ and $P(x \leq x) = R_2(x)$.

It is instructive to deduce (215) directly. Let $E(e^{-s\theta}) = \psi(s)$ and $E(e^{-sx}) = \psi(s)$ for $\Re(s) \geq 0$. Then by (202) we have

\begin{equation}
q \int_0^{\infty} e^{-qt} E(e^{-sx(t)})dt = \frac{l-\psi(q)}{\psi(s)}
\end{equation}

for $\Re(q) > 0$ and $\Re(s) \geq 0$. Now let us define a random variable $v$ in such a way that $v$ and $\{x(t)\}$ are independent and

\begin{equation}
P(v \leq x) = \begin{cases} 
1 - e^{-x} & \text{for } x \geq 0, \\
0 & \text{for } x < 0,
\end{cases}
\end{equation}

Then by (217) we have

\begin{equation}
E(e^{-sv/q}) = \frac{1-\psi(q)}{l-\psi(q)\psi(s)}
\end{equation}

for $q > 0$ and $\Re(s) \geq 0$. Since

\begin{equation}
1 - \psi(s) = a_1 \Gamma(1-a_1)s^{a_1} + o(s^{a_1})
\end{equation}

and

\begin{equation}
1 - \psi(s) = a_2 \Gamma(1-a_2)s^{a_2} + o(s^{a_2})
\end{equation}

as $s \to 0$, it follows from (219) that
for \text{Re}(s) > 0$. From (217) we can deduce that (215) exists, and if we write

\begin{equation}
\Omega(s) = \int_0^\infty e^{-sx} dQ(x)
\end{equation}

for \text{Re}(s) < 0$, then we have

\begin{equation}
\int_0^\infty \Omega(sx) e^{-x} \, dx = \frac{\Gamma(1-a_2)}{\Gamma(l-a_1) + \Gamma(l-a_2)s_2}
\end{equation}

for \text{Re}(s) > 0$. From (224) by inversion we obtain that

\begin{equation}
\Omega(s) = E_{a_1}(-\frac{s}{\Gamma(l-a_1)})
\end{equation}

for \text{Re}(s) > 0$ where $E_{a}(z)$ is the Mittag-Leffler function defined by

\begin{equation}
E_{a}(z) = \sum_{k=0}^{\infty} \frac{z^k}{\Gamma(ka+1)}
\end{equation}

for $0 < a < 1$.

If $\theta$ and $x$ are independent random variables for which $P(\theta < x) = R_1(x)$ and $P(x < x) = R_2(x)$, then by (42.171) we have

\begin{equation}
E(e^{-sx}) = e^{-s\Gamma(l-a_2)}
\end{equation}

for \text{Re}(s) > 0$, and by (42.181)

\begin{equation}
E(e^{-s\theta}) = E_{a_1}(-\frac{s}{\Gamma(l-a_1)})
\end{equation}

for \text{Re}(s) > 0$. Thus (225) can also be expressed as
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\[(229) \quad \eta(s) = E(e^{-sx^2}) \]

for $\text{Re}(s) > 0$. This is in agreement with (216).

**Note 3.** If in Definition 2 we do not require that the sequences $\{n_n\}$ and $\{x_n\}$ be independent, then we arrive at the notion of a generalized compound recurrent process $\{x(t), 0 \leq t < \infty\}$. If $(\theta_n, x_n)$ $(n = 1, 2, \ldots)$ are independent and identically distributed vector variables and if

$P(\theta_n > 0) = 1$ and

\[(230) \quad E(e^{-q\theta_n - sx_n}) = \psi(q, s) \]

for $\text{Re}(q) > 0$ and $\text{Re}(s) = 0$, then we have

\[(231) \quad \int_0^\infty e^{-qt} E(e^{-sx(t)}) dt = \frac{1 - \psi(q, 0)}{1 - \psi(q, s)} \]

for $\text{Re}(q) > 0$ and $\text{Re}(s) = 0$. If $P(x_n > 0) = 1$, then (230) and (231) hold for $\text{Re}(s) > 0$ too.

In several cases we can easily determine the asymptotic distribution of $x(t)$ as $t \to \infty$ by using (231). As an example let us suppose that

$P(x_n > 0) = 1$ and

\[(232) \quad \lim_{n \to \infty} P\left( \frac{\theta_1 + \ldots + \theta_n}{n^a} \leq x, \frac{x_1 + \ldots + x_n}{n^b} \leq y \right) = F(x, y) \]

where $a > 1$ and $b > 1$. Let

\[(233) \quad \phi(q, s) = \int_0^\infty \int_0^\infty e^{-qx-sy} dx dy F(x, y) \]
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for Re(q) \geq 0 and Re(s) \geq 0. By (232) we have

\begin{equation}
\lim_{n \to \infty} \left[ \frac{\psi_{\frac{d}{a}}(s)}{n_{\frac{b}{n}}} \right] = \phi(q, s) \tag{234}
\end{equation}

and

\begin{equation}
\lim_{n \to \infty} n \left[ \frac{\psi_{\frac{d}{a}}(s)}{n_{\frac{b}{n}}} - 1 \right] = \log \phi(q, s) \tag{235}
\end{equation}

for Re(q) \geq 0 and Re(s) \geq 0.

If \( v \) is a random variable which has the distribution (218) and which is independent of \( \{x(t), 0 \leq t < \infty\} \), then by (231) we have

\begin{equation}
E\{e^{-sX(v/q)}\} = \frac{1 - \psi(q, 0)}{1 - \psi(q, s)} \tag{236}
\end{equation}

for q > 0 and Re(s) \geq 0. Hence

\begin{equation}
\lim_{q \to 0} E\{e^{-sX(v/q)}\} = \lim_{q \to 0} \frac{[1 - \psi(q, 0)]q^{-l/a}}{[1 - \psi(q, s)q^{b/a}]q^{-l/a}} = \frac{\log \phi(1, 0)}{\log \phi(1, s)} \tag{237}
\end{equation}

for Re(s) \geq 0. From (231) we can deduce that

\begin{equation}
\lim_{t \to \infty} P\left( \frac{X(t)}{tb/a} \leq x \right) = Q(x) \tag{238}
\end{equation}

exists, and if

\begin{equation}
\Omega(s) = \int_{0}^{\infty} e^{-sx} dQ(x) \tag{239}
\end{equation}

for Re(s) \geq 0, then

\begin{equation}
\int_{0}^{\infty} \Omega(sx^{b/a})e^{-x} dx = \frac{\log \phi(1, 0)}{\log \phi(1, s)} \tag{240}
\end{equation}
for \( \text{Re}(s) \geq 0 \). From (240) \( \Omega(s) \) can be obtained by inversion.

If we suppose that \( \xi, \eta_1, \eta_2 \) are mutually independent random variables for which \( \sim \mathbb{P}(\xi \leq x) = Q(x) \) and \( \sim \mathbb{P}(\eta_1 \leq x) = \mathbb{P}(\eta_2 \leq x) = 1 - e^{-x} \) for \( x \geq 0 \), then by (240) we obtain that

\[
\mathbb{P}(\xi^{b/a} \eta_1^{-1} \eta_2^{-1} \leq x) = \frac{\log \phi(1, 0)}{\log \phi(1, 1/x)}
\]

for \( x > 0 \). By (241) we have

\[
E(\xi^s)E(\eta_1^{bs/a})E(\eta_2^{-s}) = \int_0^\infty \log \frac{\phi(1, 0)}{\phi(1, 1/x)} x^s \, dx,
\]

or

\[
E(\xi^s) = \frac{1}{\Gamma(1-s)\Gamma(1 + bs/a)} \frac{\log \phi(1, 0)}{\log \phi(1, 1/x)} \int_0^\infty x^s \, dx
\]

for sufficiently small \( \vert \text{Re}(s) \vert \) and hence \( \sim \mathbb{P}(\xi \leq x) = Q(x) \) can be obtained by Mellin's inversion formula.

We note that if \( \sim \mathbb{P}(\theta \leq x, x \leq y) = P(x, y) \), \( \mathbb{P}(\eta_1 \leq x) = \mathbb{P}(\eta_2 \leq x) = 1 - e^{-x} \) for \( x \geq 0 \), and \((\theta, x), \eta_1, \eta_2\) are mutually independent, then by (233) we have

\[
\mathbb{P}(\theta^{n_1} \leq x, x^{n_2} \leq y) = \int_0^\infty \int_0^\infty \mathbb{P}(\theta \leq xu, x \leq yv)e^{-(u+v)} \, du \, dv = \phi(\frac{1}{x}, \frac{1}{y})
\]

for \( x > 0 \) and \( y > 0 \). If we introduce the notation

\[
\psi(s) = \frac{\log \phi(1, s)}{\log \phi(1, 0)}
\]

for \( \text{Re}(s) \geq 0 \) and if we take into consideration
that

\begin{equation}
\frac{\log \phi(z, sz^{b/a})}{\log \phi(z, 0)} = U(s)
\end{equation}

for \( \text{Re}(s) > 0 \) and \( \text{Re}(z) > 0 \), \( \log \phi(s, 0) = -As^{1/a} \) and \( \log \phi(0, s) = -Bs^{1/b} \) for \( \text{Re}(s) \geq 0 \) where \( A > 0 \) and \( B > 0 \), then we can prove that

\begin{equation}
P\{x^{b/a} - b/a \leq x\} = \int_0^x \int_{-b/a}^{x-u} \phi\left(\frac{1}{u}, \frac{1}{v}\right) du dv = 1 - \frac{bU'(1/x)}{U(1/x)}
\end{equation}

for \( x > 0 \).

By (241) and (247) we can conclude that \( Q(x) = P\{\xi \leq x\} = P\{x^{b/a} - b/a \leq x\} \)
if and only if

\begin{equation}
U(x) - bxU'(x) = 1
\end{equation}

for \( x > 0 \) and \( \lim_{x \to \infty} U(x)x^{-b/a} = B/A \). These conditions are satisfied if
and only if

\begin{equation}
U(x) = 1 + \frac{B}{A}x^{1/b},
\end{equation}

or

\begin{equation}
\phi(q, s) = e^{-Aq^{1/a} - Bs^{1/b}}.
\end{equation}
50. **Brownian Motion and Gaussian Processes.**  

The notion of the Brownian motion process is based on the definition of the normal distribution. We say that a random variable $\xi$ has a normal distribution of type $N(\mu, \sigma^2)$ where $\sigma$ is a positive number, if

\[
(1) \quad P(\xi \leq x) = \Phi\left(\frac{x-\mu}{\sigma}\right)
\]

where

\[
(2) \quad \Phi(x) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{x} e^{-u^2/2} du.
\]

The parameters $\mu$ and $\sigma^2$ have simple probability interpretations. We have $E(\xi) = \mu$ and $\text{Var}(\xi) = \sigma^2$.

The normal distribution has its origin in the investigations of A. De Moivre [325], P. S. Laplace [351] and C. F. Gauss [336]. See the discussion at the beginning of Section 39.

**Definition 1.** We say that a family of real random variables $\{\xi(u), 0 \leq u < \infty\}$ forms a Brownian motion process if the following conditions are satisfied:

1. For $k = 2, 3, \ldots$ and for any $0 \leq t_0 < t_1 < \ldots < t_k$ the random variables $\xi(t_1) - \xi(t_0), \xi(t_2) - \xi(t_1), \ldots, \xi(t_k) - \xi(t_{k-1})$ are mutually independent.
2. $P(\xi(0) = 0) = 1$. 
(iii) For $0 \leq u < u + t$ we have

$$P\{\xi(u+t) - \xi(u) \leq x\} = \frac{\phi(x)}{\sqrt{t}}$$

where $\phi(x)$ is given by (2).

By Theorem 47.1 we can conclude that the above defined process $\{\xi(u), 0 \leq u < \infty\}$ indeed exists. The conditions (i), (ii), (iii) uniquely determine the finite dimensional distribution functions of the process and these distribution functions are consistent.

By Theorem 47.2 we may assume without loss of generality that the process $\{\xi(t), 0 \leq t < \infty\}$ is separable.

The stochastic process $\{\xi(u), 0 \leq u < \infty\}$ was introduced in 1900 by L. Bachelier [321] in studying the fluctuations of prices in a stock exchange. The process $\{\xi(u), 0 \leq u < \infty\}$ also appears in the theory of random walks and in studying the phenomenon of Brownian motion. (See Section 37.) The first rigorous mathematical description of the Brownian motion was given in 1923 by N. Wiener [370]. See also P. Lévy [352], K. Itô and H. P. McKean [342], and D. Freedman [334].

Let us define

$$\eta(u) = au + \sigma \xi(u)$$

for $0 \leq u < \infty$ where $\{\xi(u), 0 \leq u < \infty\}$ satisfies the conditions (i), (ii), (iii) and $a$ is a real number and $\sigma$ is a positive real number. Then $\{\eta(u), 0 \leq u < \infty\}$ too satisfies conditions (i) and (ii) and we have
The following theorem was essentially found in 1923 by N. Wiener [370]. See also J. L. Doob [30, p. 393].

**Theorem 1.** Almost all sample functions of a separable Brownian motion process are continuous.

**Proof.** Let \((\Omega, \mathcal{B}, P)\) be a probability space and \(\xi(u) = \xi(u, \omega)\) \((0 \leq u < \infty, \omega \in \Omega)\) a family of random variables which satisfies conditions (1), (ii), (iii). If we suppose that \(\{\xi(u), 0 \leq u < \infty\}\) is a separable process, then \(\sup_{0 \leq u \leq t} \xi(u)\) is a random variable for every \(t > 0\), and we have the inequality

\[
P\{\sup_{0 \leq u \leq t} \xi(u) > x\} \leq 2P(\xi(t) > x)
\]

for every \(x\). We shall prove that for any \(k = 2, 3, \ldots\) and for any \(t_0 = 0 < t_1 < \ldots < t_k = t\) we have

\[
P\{\max_{0 \leq j \leq n} \xi(t_j) > x\} \leq 2P(\xi(t) > x)
\]

Since the process \(\{\xi(u), 0 \leq u < \infty\}\) is separable, therefore (7) implies (6).

The inequality (7) follows from the following two inequalities. First,
evidently we have

\[ P \{ \max_{0 \leq j \leq n} \xi(t_j) > x, \xi(t) \leq x \} = P \{ \xi(t) > x \} \]

for every \( x \). Second, if we define \( v \) as the smallest \( j = 0, 1, \ldots, n \) (if any) for which \( \xi(t_j) > x \), then we can write that

\[ P \{ \max_{0 \leq j \leq n} \xi(t_j) > x, \xi(t) \leq x \} = \sum_{j=0}^{n-1} P \{ \xi(t) > x \} \]

for every \( x \). If we add (8) and (9), then we obtain (7).

From (6) it follows that

\[ P \{ \sup_{0 \leq u \leq t} |\xi(u)| > x \} \leq 4 P \{ \xi(t) > x \} = 4 [1 - \phi(x)] = \]

for \( x > 0 \).

Let
(11) \[ A_n = \{ \omega : \sup |\xi(u, \omega) - \xi(v, \omega)| > \frac{1}{n^{1/4}} \text{ for } |u - \frac{j}{n^2}| \leq \frac{1}{n} \text{ and } j = 1, 2, \ldots, n^2 \} \]

for \( n = 1, 2, \ldots \) and denote by \( A^* \) the event that infinitely many events occur in the sequence \( A_1, A_2, \ldots, A_n, \ldots \).

Now by (6) we can write that

\[ \sum_{n=1}^{\infty} \mathbb{P}(A_n) < \infty, \]

therefore by Theorem 41.1 it follows that \( \mathbb{P}(A^*) = 0 \).

Accordingly, if \( \omega \notin A^* \), then

\[ |\xi(u, \omega) - \xi(v, \omega)| \leq \frac{1}{n^{1/4}} \text{ for } |u - \frac{j}{n^2}| \leq \frac{1}{n} \text{ and } j = 1, 2, \ldots, n^2 \]

for every \( n = 1, 2, \ldots \) except a finite number of \( n \)'s.

Thus if \( \omega \notin A^* \), then for any \( \epsilon > 0 \) and \( t > 0 \) there exists a \( \delta = \delta(\epsilon, t, \omega) \) such that \( |\xi(u, \omega) - \xi(v, \omega)| < \epsilon \) whenever \( |u - v| < \delta \) and \( u \in [0, t] \), \( v \in [0, t] \). For each \( \omega \notin A^* \) let us choose an \( n = n(\omega) \) such that \( n > (2/\epsilon)^4 \) and \( n > t \) and (14) is satisfied and let \( \delta = 1/n \). If \( |u - v| < \delta \), then there is a \( j = 1, 2, \ldots, n^2 \) such that \( |u - \frac{j}{n^2}| \leq \frac{1}{n} \) and \( |v - \frac{j}{n^2}| \leq \delta \), and thus by (14) we have \( |\xi(u, \omega) - \xi(v, \omega)| \leq 2/n^{1/4} < \epsilon \). This
completes the proof of the theorem.

Theorem 1 makes it possible to define a Brownian motion process in the following way. Let \( \Omega \), the sample space, be the set of all those continuous functions \( \omega(u) \) defined on the interval \([0, \infty)\) for which \( \omega(0) = 0 \). Let \( \mathcal{B} \) be the smallest \( \sigma \)-algebra which contains the sets \( A(t,x) = \{ \omega(u) : \omega(t) \leq x \} \) for all \( t \geq 0 \) and \( x \). Let \( P \) be the probability measure which satisfies

\[
\mathbb{P}(A(t_1,x_1) \cdots A(t_k,x_k)) = \int \cdots \int \frac{1}{\sqrt{2\pi} \prod_{i=1}^{k} (t_i - t_{i-1})^{1/2}} e^{-\frac{y_1^2}{2(t_1 - t_{i-1})}} \cdots e^{-\frac{y_k^2}{2(t_k - t_{k-1})}} dy_1 \cdots dy_k
\]

for all \( t_0 = 0 < t_1 < \ldots < t_k \) and \( x_1, x_2, \ldots, x_k \) where

\[
\phi(x) = \frac{1}{\sqrt{2\pi}} e^{-\frac{x^2}{2}}.
\]

The probability measure \( \mathbb{P} \) is uniquely determined for \( \mathcal{B} \) by (15).

If we define \( \xi(u,\omega) = \omega(u) \) for \( 0 \leq u < \infty \) and \( \omega \in \Omega \) whenever \( \omega = \{ \omega(u) : 0 \leq u < \infty \} \), then \( \{ \xi(u,\omega) : 0 \leq u < \infty, \omega \in \Omega \} \) is a Brownian motion process for which the sample functions are continuous for every \( \omega \in \Omega \).

In what follows if we speak about a Brownian motion process then we may assume without loss of generality that all the sample functions are continuous functions of \( u \).

In 1956 G. A. Hunt [339] demonstrated that a separable Brownian motion process has an important property, the so-called strong Markov property. This property is based on the notion of stopping time. Let
\{\xi(u), \, 0 \leq u < \infty\} \text{ be a Brownian motion process. A nonnegative random variable } \tau \text{ is called a stopping time if for every } u \geq 0 \text{ we have}

(17) \quad \{\tau \leq u\} \in \mathcal{B}_u

where \( \mathcal{B}_u \) is the \( \sigma \)-algebra generated by the random variables \{\xi(s), \, 0 \leq s \leq u\}.

Let us denote by \( A \) the \( \sigma \)-algebra which consists of all those events \( A \in \mathcal{B} \) for which \( A \cap \{\tau \leq u\} \in \mathcal{B}_u \) for every \( u \).

**Theorem 2.** Let \( \tau \) be a stopping time of a separable Brownian motion process \{\xi(u), \, 0 \leq u < \infty\}. Let

(18) \quad \xi^*(u) = \xi(\tau+u)-\xi(\tau)

for \( u \geq 0 \). Then \{\xi^*(u), \, 0 \leq u < \infty\} is also a separable Brownian motion process and \{\xi(u), \, 0 \leq u \leq \tau\} and \{\xi^*(u), \, 0 \leq u < \infty\} are independent processes, that is, if \( A \in \mathcal{A} \) and \( B \in \mathcal{B}^* \) where \( \mathcal{B}^* \) is the \( \sigma \)-algebra generated by the random variables \{\xi^*(u), \, 0 \leq u < \infty\}, then \( A \) and \( B \) are independent.

**Proof.** Let

(19) \quad B = \{\xi^*(u_i) \leq x_i \text{ for } i = 1, 2, \ldots, r\}

and

(20) \quad B(s) = \{\xi(s+u_i)-\xi(s) \leq x_i \text{ for } i = 1, 2, \ldots, r\}

where \( 0 \leq u_1 < u_2 \ldots < u_r \) and \( x_1, x_2, \ldots, x_r \) are real numbers.
For each $n = 1, 2, \ldots$ let us define

$$\tau_n = \frac{k}{n} \text{ if } \frac{k-1}{n} < \tau \leq \frac{k}{n} \text{ and } k = 0, 1, 2, \ldots.$$  

We can easily see that $\tau_n$ is a stopping time for each $n = 1, 2, \ldots$.

If in (18) we replace $\tau$ by $\tau_n$, then let $B_n$ the event which corresponds to $B$ given by (19).

If $A \in A$ and $B_n$ is given by (19) with $\tau = \tau_n$, then we have

$$P\{AB_n\} = \sum_{k=0}^{\infty} P\{AB_n \text{ and } \tau_n = \frac{k}{n}\} = \sum_{k=0}^{\infty} P\{AB\left(\frac{k}{n}\right) \text{ and } \tau_n = \frac{k}{n}\} =$$

$$= \sum_{k=0}^{\infty} P\{A \text{ and } \tau_n = \frac{k}{n}\} P\{B\left(\frac{k}{n}\right)\} = P(A)P(B(0))$$

because $P\{B(s)\} = P\{B(0)\}$ for all $s \geq 0$. Since the sample functions are continuous with probability 1 it follows that $\lim_{n \to \infty} P\{AB_n\} = P\{AB\}$ and thus $P\{AB\} = P\{A\}P\{B(0)\}$ for every $A \in A$ and $B$ defined by (19).

Consequently $P\{B\} = P\{B(0)\}$, and $A$ and $B$ are independent. This completes the proof of the theorem.

We note that if $\{\xi(u), 0 \leq u < \infty\}$ is a Brownian motion process and $s$ is any positive number, then $\{\xi(us)/\sqrt{s}, 0 \leq u < \infty\}$ is also a Brownian motion process. Furthermore, $\{u\xi(1/u), 0 \leq u < \infty\}$ is also a Brownian motion process.

If $\xi_0, \xi_1, \ldots, \xi_k, \ldots$ are mutually independent and identically distributed random variables with distribution function $P\{\xi_k \leq x\} = \phi(x)$ defined by (2), then
is a Brownian motion process on the interval \([0, 1]\). Furthermore,

\[
(24) \quad \eta(t) = \sqrt{\pi} \sum_{k=0}^{\infty} \frac{\sin(k+\frac{1}{2})\pi t}{(k+\frac{1}{2})\pi} \xi_k
\]

is also a Brownian motion process on the interval \([0, 1]\).

Both in (23) and (24) the sums converge with probability 1 for every \(t \in [0, 1]\) and thus \(\eta(t)\) is a random variable for every \(t \in [0, t]\).

The representations (23) and (24) can be obtained from some results of N. Wiener [370] and R. E. A. C. Paley and N. Wiener [69] on the harmonic analysis of random functions.

From a more general result of J. L. Doob [27] we can conclude that the law of large numbers is valid for a Brownian motion process.

**Theorem 3.** If \(\{\xi(u), 0 < u < \infty\}\) is a separable Brownian motion process, then

\[
(25) \quad P\{ \lim_{t \to \infty} \frac{\xi(t)}{t} = 0 \} = 1.
\]

**Proof.** Since \(\xi(n) - \xi(n-1)\) \((n = 1, 2, \ldots)\) are mutually independent and identically distributed random variables with \(\lim_{n \to \infty} \xi(n) - \xi(n-1) = 0\), it follows from Theorem 43.3 that

\[
(26) \quad \lim_{n \to \infty} \frac{\xi(n)}{n} = 0
\]

with probability. On the other hand
are also mutually independent and identically distributed random variables with expectation

\[(28) \quad E \left\{ \sup_{n \leq u \leq n+1} |\xi(u) - \xi(n)| \right\} \leq 2E\{|\xi(1)| \} = \frac{4}{\sqrt{2\pi}} \int_{0}^{\infty} x e^{-x^2/2} \, dx = \frac{4}{\sqrt{2\pi}}.
\]

The last inequality follows from (6). Thus by Theorem 43.3 we obtain that

\[(29) \quad \lim_{n \to \infty} \frac{1}{n} \sum_{j=1}^{n} \sup_{n \leq u \leq n+1} |\xi(u) - \xi(j)| = E\{\sup_{0 \leq u \leq 1} |\xi(u)| \} \quad \text{with probability 1},
\]

and therefore

\[(30) \quad \lim_{n \to \infty} \sup_{n \leq u \leq n+1} |\xi(u) - \xi(n)| = 0 \quad \text{with probability 1}.
\]

If \(n \leq t < n+1\), then

\[(31) \quad \left| \frac{\xi(t)}{t} - \frac{\xi(n)}{n} \right| \leq \frac{1}{n} \sup_{n \leq t < n+1} |\xi(t) - \xi(n)| + \frac{1}{n^2} |\xi(n)|
\]

and by (26) and (30) we obtain that

\[(32) \quad \lim_{t \to \infty} \frac{\xi(t)}{t} = \lim_{n \to \infty} \frac{\xi(n)}{n} = 0 \quad \text{with probability 1}.
\]

This proves (25).

For a Brownian motion process \((\xi(u), 0 \leq u < \infty)\) the law of iterated logarithm is also valid and we have
Next we shall define a more general class of stochastic processes which class contains the Brownian motion processes as a particular case. This more general class is the class of Gaussian processes. The definition of a Gaussian process is based on the notion of the multidimensional normal distribution. Multidimensional normal distributions were studied as early as in 1846 by A. Bravais.

We say that the real random variables \( \xi_1, \xi_2, \ldots, \xi_n \) have an \( n \)-dimensional normal distribution of type

\[
N \left( \begin{pmatrix} a_1 \\ \vdots \\ a_n \end{pmatrix}, \begin{pmatrix} \sigma_{11} & \cdots & \sigma_{1n} \\ \vdots & \ddots & \vdots \\ \sigma_{n1} & \cdots & \sigma_{nn} \end{pmatrix} \right)
\]

where \( a_1, a_2, \ldots, a_n \) are real numbers, \( \sigma_{ij} = \sigma_{ji} \) and

\[
\sum_{i=1}^{n} \sum_{j=1}^{n} \sigma_{ij} x_i x_j
\]

is a positive definite quadratic form, if \( \xi_1, \xi_2, \ldots, \xi_n \) have the joint density function

\[
f(x_1, x_2, \ldots, x_n) = \frac{1}{\sqrt{2\pi D^n}} e^{-\frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} c_{ij}(x_i-a_i)(x_j-a_j)}
\]
\[ D = \begin{bmatrix} \sigma_{11} & \cdots & \sigma_{1n} \\ \vdots & \ddots & \vdots \\ \sigma_{n1} & \cdots & \sigma_{nn} \end{bmatrix} \]

and

\[ \begin{bmatrix} c_{11} & \cdots & c_{1n} \\ \vdots & \ddots & \vdots \\ c_{n1} & \cdots & c_{nn} \end{bmatrix} = \begin{bmatrix} \sigma_{11} & \cdots & \sigma_{1n} \\ \vdots & \ddots & \vdots \\ \sigma_{n1} & \cdots & \sigma_{nn} \end{bmatrix}^{-1}. \]

The parameters \( a_1, \ldots, a_n \) and \( \sigma_{11}, \ldots, \sigma_{nn} \) have simple probability interpretation. We have

\[ E\{\xi_i\} = a_i \]

for \( i = 1, 2, \ldots, n \) and

\[ E\{(\xi_i - a_i)(\xi_j - a_j)\} = \sigma_{ij} \]

for \( 1 \leq i \leq n \) and \( 1 \leq j \leq n \).

Let \( T \) be a finite or infinite interval, say, \( T = (0, 1) \) or \( T = (0, \infty) \).

**Definition 2.** A real stochastic process \( \{\xi(u), \, u \in T\} \) is called **Gaussian**, if for any finite subset \( (u_1, u_2, \ldots, u_n) \) of the parameter set \( T \), the random variables \( \xi(u_1), \xi(u_2), \ldots, \xi(u_n) \) have a joint normal distribution.

If \( \{\xi(u), \, u \in T\} \) is a Gaussian stochastic process and if we know the expectation

\[ E\{\xi(u)\} = a(u) \]

for \( u \in T \) and the covariance
(42) \[ \text{Cov}\{\xi(u), \xi(v)\} = E[\{\xi(u) - a(u)\}[\xi(v) - a(v)]\} = r(u, v) \]

for \( u \in T \) and \( v \in T \), then the finite dimensional distribution functions of the process are uniquely determined by (41) and (42).

Conversely, if \( a(u) \) is any real function defined for \( u \in T \) and \( r(u, v) \) is a real function defined for \( u \in T \) and \( v \in T \) which satisfies the conditions: (i) \( r(u, v) = r(v, u) \) for all \( u \in T \) and \( v \in T \) and (ii) for any finite subset \( \{u_1, u_2, \ldots, u_n\} \) of \( T \) the quadratic form

\[
(43) \quad \sum_{i=1}^{n} \sum_{j=1}^{n} r(u_i, u_j)x_ix_j
\]

is positive definite, then there exists a Gaussian process \( \{\xi(u), u \in T\} \) for which (41) and (42) hold. This follows from Theorem 47.1.

If \( \{\xi(u), 0 \leq u < \infty\} \) is a Brownian motion process, then \( \{\xi(u), 0 < u < \infty\} \) is a Gaussian process for which \( E[\xi(u)] = 0 \) and

\[
(44) \quad E[\xi(u)\xi(v)] = \min(u, v).
\]

We can obtain Gaussian processes from a Brownian motion process by suitable transformations. For example if \( \{\xi(u), 0 \leq u < \infty\} \) is a Brownian motion process and

\[
(45) \quad \eta(u) = (1-u)\xi\left(\frac{u}{1-u}\right)
\]

for \( 0 < u < 1 \), then \( \{\eta(u), 0 < u < 1\} \) is a Gaussian process for which

\[
(46) \quad E[\eta(u)] = 0.
\]
and

\[(47) \quad E\{\eta(u)\eta(v)\} = \min(u, v) - uv.\]

See J. L. Doob [328].

If we suppose that \( \{\xi(u), 0 \leq u < \infty\} \) is a separable Brownian motion process and if \( \eta(u) \) is defined by (45) for \( 0 < u < 1 \), and \( P\{\eta(0) = 0\} = 1 \) and \( P\{\eta(1) = 0\} = 1 \), then the process \( \{\eta(u), 0 \leq u \leq 1\} \) has continuous sample functions with probability 1. The process \( \{\eta(u), 0 \leq u \leq 1\} \) can also be represented in the following form

\[(48) \quad \eta(u) = \sqrt{2} \sum_{k=1}^{\infty} \frac{\sin k\pi u}{k\pi} \eta_k \]

where \( \eta_1, \eta_2, \ldots, \eta_k, \ldots \) is a sequence of mutually independent and identically distributed random variables with distribution function \( P\{\eta_k \leq x\} = \phi(x) \) defined by (2). In (48) the sum converges with probability 1 and thus \( \eta(u) \) is a random variable for every \( u \).

We note that if \( \{\eta(u), 0 \leq u \leq 1\} \) is the process defined above and if \( \eta_0 \) is a random variable which is independent of \( \{\eta(u), 0 \leq u \leq 1\} \) and which has the distribution function \( P\{\eta_0 \leq x\} = \phi(x) \), then

\[(49) \quad \xi(u) = u\xi_0 + \eta(u) \]

defined for \( 0 \leq u \leq 1 \) is a Brownian motion process.
51. Stochastic Processes with Independent Increments.

Definition. We say that a family of arbitrary random variables \( \{ \xi(u), 0 \leq u < \infty \} \) forms a stochastic process with independent increments if for any \( k = 2, 3, \ldots \) and \( 0 \leq t_0 < t_1 < \ldots < t_k \) the random variables \( \xi(t_i) - \xi(t_{i-1}) \) \( (i = 1, 2, \ldots, k) \) are mutually independent.

We say that a stochastic process \( \{ \xi(u), 0 \leq u < \infty \} \) is homogeneous if for \( 0 \leq u < u+t \) the distribution of \( \xi(u+t) - \xi(u) \) does not depend on \( u \).

In what follows we shall consider only real homogeneous stochastic processes with independent increments, or in other words, real stochastic processes with stationary independent increments.

The Poisson process and the Brownian motion process, discussed in the previous two sections, are examples for real homogeneous stochastic processes with independent increments. In fact these processes are the building blocks of a general real stochastic process with independent increments.

**Theorem 1.** Let \( \{ \xi(u), 0 \leq u < \infty \} \) be a homogeneous real stochastic process with independent increments. If \( \Pr(\xi(0) = 0) = 1 \), then

\[
E[e^{-s\xi(u)}] = \Psi(s)
\]

exists for \( \Re(s) = 0 \) and the most general form of \( \Psi(s) \) is given by
\[ \psi(s) = -as + \frac{1}{2} \sigma^2 s^2 + \int_{-\infty}^{0} \left( e^{-sx} - 1 + \frac{sx}{1+x^2} \right) dM(x) + \]
\[ + \int_{0}^{\infty} \left( e^{-sx} - 1 + \frac{sx}{1+x^2} \right) dN(x) \]

where \( a \) is a real constant, \( \sigma^2 \) is a nonnegative constant, \( M(x) \) \((-\infty < x < 0)\)
and \( N(x) \) \((0 < x < \infty)\) are nondecreasing functions of \( x \) satisfying the
conditions \( \lim_{x \to -\infty} M(x) = 0 \), \( \lim_{x \to \infty} N(x) = 0 \) and

\[ \int_{-\infty}^{0} x^2 dM(x) + \int_{0}^{\infty} x^2 dN(x) < \infty \]

for some \( \varepsilon > 0 \).

Proof. For every \( n = 1, 2, \ldots \) we can write that

\[ \xi(1) = \sum_{i=1}^{n} \left[ \xi(\frac{i}{n}) - \xi(\frac{i-1}{n}) \right] \]

where \( \xi(\frac{i}{n}) - \xi(\frac{i-1}{n}) \) \((i = 1, 2, \ldots, n)\) are mutually independent and identically distributed random variables. Thus by Definition 41.1 the distribution function \( \sim P(\xi(1) \leq x) \) is infinitely divisible and by Theorem 41.2 we can conclude that

\[ \sim E(e^{-s\xi(1)}) = e^{\psi(s)} \]

for \( \Re(s) = 0 \) where \( \psi(s) \) is given by (2). Since

\[ \sim E(e^{-s\xi(u+v)}) = E(e^{-st\xi(u)}E(e^{-st\xi(v)}) \]
for \( u \geq 0 \) and \( v \geq 0 \) and \( |E(e^{-su})| \leq 1 \) for \( \text{Re}(s) = 0 \) and \( u \geq 0 \), it follows that (1) holds for all \( u \geq 0 \).

The representation (2) was found in 1931 by P. Lévy [435], [436]. In some particular cases the representation (2) was earlier found by E. De Finetti [412], [413], [414], [415], [416], and A. N. Kolmogorov [432], [433].

From the representation (1) it follows that

\[
E\{\xi(u)\} = -u\psi'(0) = u[a + \int_{-\infty}^{0} \frac{x^3}{1+x^2} \, dM(x) + \int_{0}^{\infty} \frac{x^3}{1+x^2} \, dN(x)]
\]

provided that the integrals on the right-hand side are convergent. Furthermore, we have

\[
\text{Var}\{\xi(u)\} = u\psi''(0) = u[\sigma^2 + \int_{-\infty}^{0} x^2 \, dM(x) + \int_{0}^{\infty} x^2 \, dN(x)]
\]

provided that the integrals on the right-hand side are convergent. Both in (7) and (8) we form the derivatives of \( \psi(s) \) along the line \( \text{Re}(s) = 0 \).

Now we shall prove a few auxiliary theorems which will be useful in studying homogeneous stochastic processes with independent increments.

**Lemma 1.** Let \( \xi \) and \( \eta \) be real random variables having finite expectations. If \( E\{\xi\} = 0 \), then

\[
E\{|\eta|\} \leq E\{|\xi + \eta|\}.
\]
Proof. Since \( x = E(\xi + x) \), we have

\[
|x| = |E(\xi + x)| \leq E(|\xi + x|).
\]

If we integrate (10) with respect to \( P(n \leq x) \), then we obtain (9).

Lemma 2. Let \( \xi_1, \xi_2, \ldots, \xi_n \) be mutually independent random variables for which \( E(|\xi_k|) < \infty \) \( (k = 1, 2, \ldots, n) \). Set \( \tau_k = \xi_1 + \xi_2 + \ldots + \xi_k \) for \( k = 1, 2, \ldots, n \). If the random variables \( \xi_1, \xi_2, \ldots, \xi_n \) have a symmetric distribution, then

\[
E(\max_{1 \leq k \leq n} |\tau_k|) \leq 2E(|\tau_n|).
\]

Proof. Define \( v = k \) \((k = 1, 2, \ldots, n)\) if \( \tau_k \) is the first partial sum for which \( \tau_k > x \). Let \( x > 0 \). Then we can write that

\[
P(\max_{1 \leq k \leq n} \tau_k > x \text{ and } \tau_n \leq x) = \sum_{k=1}^{n-1} P(v = k \text{ and } \tau_n \leq x) \leq
\]

\[
\sum_{k=1}^{n-1} P(v = k \text{ and } \tau_n - \tau_k < 0) = \sum_{k=1}^{n-1} P(v = k \text{ and } \tau_n - \tau_k > 0) \leq
\]

\[
\sum_{k=1}^{n-1} P(v = k \text{ and } \tau_n > x) \leq P(\tau_n > x)
\]

and evidently

\[
P(\max_{1 \leq k \leq n} \tau_k > x \text{ and } \tau_n > x) = P(\tau_n > x).
\]

If we add (12) and (13) then we get
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(14) \[ P\left( \max_{1 \leq k \leq n} \xi_k > x \right) \geq 2P\left( \xi_n > x \right) = P\left( |\xi_n| > x \right). \]

Hence it follows that

\[
P\left( \max_{1 \leq k \leq n} |\xi_k| > x \right) \leq P\left( \max_{1 \leq k \leq n} \xi_k > x \right) + P\left( \max_{1 \leq k \leq n} (-\xi_k) > x \right) \leq 2P\left( |\xi_n| > x \right).
\]

(15)

If we integrate (15) with respect to \( x \) from 0 to \( \infty \), then we obtain (11) which was to be proved.

**Lemma 3.** Let \( \xi_1, \xi_2, \ldots, \xi_n \) be mutually independent random variables for which \( E(|\xi_k|) < \infty \) (\( k = 1, 2, \ldots, n \)). Set \( \xi_k = \xi_1 + \xi_2 + \ldots + \xi_k \) for \( k = 1, 2, \ldots, n \). If \( E(\xi_k) = 0 \) for \( k = 1, 2, \ldots, n \), then

(16) \[ E\left( \max_{1 \leq k \leq n} |\xi_k| \right) \leq 5E\left( |\xi_n| \right). \]

**Proof.** Let \( \xi_1^*, \xi_2^*, \ldots, \xi_n^* \) be mutually independent random variables which are independent of the variables \( \xi_1, \xi_2, \ldots, \xi_n \) and for which

\[ P(\xi_k^* \leq x) = P(\xi_k \leq x) \] (\( k = 1, 2, \ldots, n \)). Define \( \xi_k^* = \xi_1^* + \xi_2^* + \ldots + \xi_k^* \) for \( k = 1, 2, \ldots, n \). Since the variables \( \xi_k^* - \xi_k^* \) (\( k = 1, 2, \ldots, n \)) are symmetrically distributed, by Lemma 2 we have

(17) \[ E\left( \max_{1 \leq k \leq n} |\xi_k^* - \xi_k^*| \right) \leq 2E\left( |\xi_n^* - \xi_n^*| \right) \leq 4E\left( |\xi_n| \right). \]

If we take into consideration that
if we integrate the right-hand side of (18) with respect to the joint distribution function of \((\xi_1^*, \xi_2^*, \ldots, \xi_n^*)\), if we use the inequality

\[
E(|\xi_k^*|) \leq \max_{1 \leq k \leq n} |\xi_k - \xi_k^*| + |\xi_k^*|,
\]

which follows from Lemma 1, if we form the maximum of the left-hand side of (18) with respect to \(k (k = 1, 2, \ldots, n)\), and if we integrate both sides with respect to the joint distribution function of \((\xi_1, \xi_2, \ldots, \xi_n)\), then we obtain that

\[
E(\max_{1 \leq k \leq n} |\xi_k|) \leq E(\max_{1 \leq k \leq n} |\xi_k - \xi_k^*|) + E(|\xi_n|).
\]

By (17) and (20) we obtain (16) which was to be proved.

In what follows we always suppose that \(\{\xi(u), 0 \leq u < \infty\}\) is a homogeneous real stochastic process with stationary independent increments for which \(P(\xi(0) = 0) = 1\).

By using Lemma 3 we can prove that the strong law of large numbers is valid for homogeneous processes with independent increments. The following result is due to J. L. Doob [27].

**Theorem 2.** Let \(\{\xi(u), 0 \leq u < \infty\}\) be a separable, real, homogeneous stochastic process with independent increments for which \(P(\xi(0) = 0) = 1\). If \(E(\xi(u))\) exists, then
(21) \[ \lim_{t \to \infty} \xi(t) = E\{\xi(1)\} \]

with probability one.

Proof. We may assume without loss of generality that \( E\{\xi(1)\} = 0 \). If \( E\{\xi(1)\} \neq 0 \), then let us consider the process \( \xi(u) - E\{\xi(u)\} \) \( (0 \leq u < \infty) \) instead of \( \{\xi(u), 0 \leq u < \infty\} \).

If \( E\{\xi(u)\} = 0 \) for \( u \geq 0 \), then for any \( 0 = t_0 < t_1 < \ldots < t_n = t \) we have

\[ E\{\max_{1 \leq k \leq n} |\xi(t_k)|\} \leq 5E\{|\xi(t)|\}. \]

Since the process \( \{\xi(u), 0 \leq u < \infty\} \) is separable, it follows from (22) that

\[ E\{\sup_{0 \leq u \leq t} |\xi(u)|\} \leq 5E\{|\xi(t)|\} \]

holds for every \( t > 0 \).

Now we can repeat word for word the proof of Theorem 50.3. The only difference is that (50.28) should be replaced by

\[ E\{\sup_{n \leq u \leq n+1} |\xi(u) - \xi(n)|\} \leq 5E\{|\xi(1)|\} < \infty. \]

Theorem 3. If \( \{\xi(u), 0 \leq u < \infty\} \) is a real, homogeneous stochastic process with independent increments and if \( E[\xi(u)^2] \) exists, and \( \text{Var}(\xi(u)) > 0 \), then
where $\Phi(x)$ is the normal distribution function.

Proof. We can easily show that the Laplace–Stieltjes transform of
\[
\lim_{t \to \infty} \frac{\xi(t) - E[\xi(t)]}{\sqrt{\text{Var}[\xi(t)]}} \sim \text{normal distribution function.}
\]

Thus (25) follows by Theorem 41.10.

We note that by Theorem 47.3 we can conclude that any countable and
everywhere dense subset $S$ of $[0, \infty)$ is a separability set of a separable
process $\{\xi(u), 0 < u < \infty\}$. Since obviously

\[
P([\xi(t)] > \epsilon) \leq 2[1 - \left. \left. \frac{\epsilon}{4} e^{2/\epsilon} \int_{-2/\epsilon}^{2/\epsilon} e^{|y|} dy \right\}]
\]

for any $\epsilon > 0$ and since $\psi(\epsilon y)$ is a continuous function of $y$, it follows
that

\[
\lim_{t \to \infty} P(|\xi(t)| > \epsilon) = 0
\]

for any $\epsilon > 0$. Thus Theorem 47.3 is applicable.

By the investigations of P. Lévy [437], J. L. Doob [30], A. V. Skorokhod [446] and I. I. Gikhman and A. V. Skorokhod [44] we can completely describe the behavior of the sample functions of a stochastic process with independent increments.

We shall mention only briefly the main results without giving complete proofs.
Theorem 4. If \{\xi(u), 0 \leq u < \infty\} is a separable, homogeneous, real stochastic process with independent increments, then with probability 1 the limits \(\xi(u+0)\) exist for all \(u \geq 0\) and the limits \(\xi(u-0)\) exist for all \(u > 0\).

The proof of this theorem is based on the following observation. If for any \(\epsilon > 0\) a function \(x(u)\) defined on the interval \([0, t]\) has only a finite number of oscillations greater than \(\epsilon > 0\), then \(x(u+0)\) exists for \(u \in [0, t)\) and \(x(u-0)\) exists for \(u \in (0, t]\). We say that a function \(x(u)\) in \([0, t]\) has at least \(n\) oscillations greater than \(\epsilon\) if there are \(n+1\) points \(t_0, t_1, \ldots, t_n\) in \([0, t]\) such that \(0 < t_0 < t_1 < \ldots < t_n = t\) and \(|x(t_k) - x(t_{k-1})| > \epsilon\) holds for all \(k = 1, 2, \ldots, n\).

We can prove that for any \(\epsilon > 0\) the sample functions \(\xi(u)\) in any finite interval \([0, t]\) have only a finite number of oscillations greater than \(\epsilon\) with probability 1. This implies the theorem.

Since the process \(\{\xi(u), 0 \leq u < \infty\}\) is separable, it follows that if \(u_1, u_2, \ldots, u_n, \ldots\) are elements of the separability set of the process and if \(u_n \to u\) as \(n \to \infty\), then \(\lim_{n \to \infty} \xi(u_n) = \xi(u)\). Consequently, the process \(\{\xi(u), 0 \leq u < \infty\}\) has the property that for every \(u \geq 0\), either \(\xi(u) = \xi(u+0)\) or \(\xi(u) = \xi(u-0)\) with probability 1.

Theorem 5. Let \(\{\xi(u), 0 \leq u < \infty\}\) be a homogeneous, real stochastic process with independent increments defined on a probability space \(\mathbb{P}\). Then there exists a separable homogeneous, real stochastic process with independent increments \(\{\xi^*(u), 0 \leq u < \infty\}\) defined on the same probability space such that
for all $u \geq 0$ and with probability 1 the sample functions of \{\xi^*(u) , 
0 \leq u < \infty \} have a right limit $\xi^*(u+0)$ for every $u \geq 0$, and a left 
limit $\xi^*(u-0)$ for every $u > 0$ and $\xi^*(u+0) = \xi(u)$ for $u \geq 0$.

It follows from Theorem 47.1 that there exists a separable process 
\{\xi^*(u) , 0 \leq u < \infty \} for which (28) holds for all $u \geq 0$ and by Theorem 4 
we can prove the remaining statements.

Since the finite dimensional distributions of the two processes \{\xi(u) , 
0 \leq u < \infty \} and \{\xi^*(u) , 0 \leq u < \infty \} are identical, therefore we can always 
choose such version of the process \{\xi(u) , 0 \leq u < \infty \} which has the same 
properties as the process \{\xi^*(u) , 0 \leq u < \infty \}.

Theorem 6. Let \{\xi(u) , 0 \leq u < \infty \} be a separable, homogeneous, real 
stochastic process with independent increments for which $P(\xi(0) = 0) = 1$.

Let $I_k = [a_k, b_k]$ ($k = 1, 2, \ldots, m$) be disjoint intervals not containing 
the point $x = 0$. Denote by $\nu(t, I_k)$ the number of points $u$ in $[0, t]$ 
for which $\xi(u+0) - \xi(u-0) \in I_k$, then \{\nu(t, I_k) , 0 \leq t < \infty \} ($k = 1, 2, \ldots, m$) 
are mutually independent Poisson processes and

\[
E(\nu(t, I_k)) = \begin{cases} 
t[\bar{M}(b_k + 0) - \bar{M}(a_k - 0)] & \text{for } a_k \leq b_k < 0 \\
[\bar{N}(b_k + 0) - \bar{N}(a_k - 0)] & \text{for } 0 < a_k \leq b_k
\end{cases}
\]

where $\bar{M}(x)$ ($-\infty < x < 0$) and $\bar{N}(x)$ ($0 < x < \infty$) are nondecreasing functions 
of $x$ satisfying the conditions $\lim_{x \to -\infty} \bar{M}(x) = 0$, and $\lim_{x \to \infty} \bar{N}(x) = 0$. 

Since the vector process \( \{ v(t, I_k), (k = 1, 2, \ldots, m), 0 \leq t < \infty \} \) is homogeneous and has independent increments, it is sufficient to prove that for each \( t > 0 \) the random variables \( v(t, I_k) \) \((k = 1, 2, \ldots, m)\) are independent and \( v(t, I_k) \) has a Poisson distribution.

**Theorem 7.** Let \( \{ \xi(u), 0 \leq u < \infty \} \) be a separable, homogeneous, real stochastic process with independent increments for which \( P(\xi(0) = 0) = 1 \).

Let \( I_k = [a_k, b_k] \) \((k = 1, 2, \ldots, m)\) be disjoint intervals not containing the point \( x = 0 \). Denote by \( \xi(t, I_k) \) the sum of jumps \( \xi(u+0) - \xi(u-0) \) belonging to the interval \( I_k \) and occurring in the interval \([0, t]\). Then \( \{ \xi(t, I_k), 0 \leq t < \infty \} \) \((k = 1, 2, \ldots, m)\) are mutually independent compound Poisson processes and

\[
(30) \quad \mathbb{E}(-s\xi(t, I_k)) = \exp \left\{ -t \int_{I_k} (e^{-sx} - 1) \, d\mathbb{M}(x) \right\}
\]

for \( a_k < b_k < 0 \) and

\[
(31) \quad \mathbb{E}(-s\xi(t, I_k)) = \exp \left\{ -t \int_{I_k} (e^{-sx} - 1) \, d\mathbb{N}(x) \right\}
\]

for \( 0 < a_k < b_k \). We have

\[
(32) \quad \int_{-\infty}^{0} x^2 \, d\mathbb{M}(x) + \int_{0}^{\infty} x^2 \, d\mathbb{N}(x) < \infty
\]

for any \( \epsilon > 0 \).

The proof of this theorem is similar to the proof of the previous theorem. Since the vector process \( \{ \xi(t, I_k), (k = 1, 2, \ldots, m), 0 \leq t < \infty \} \) is homogeneous and has independent increments, it is sufficient to prove
that for each $t \geq 0$ the random variables $\xi(t, I_k)$ ($k = 1, 2, \ldots, m$) are independent and $\xi(t, I_k)$ has a compound Poisson distribution.

We note that both Theorem 6 and Theorem 7 remain valid if we assume that each $I_k$ is one of the intervals $[a_k, b_k], (a_k, b_k), (a_k, b_k]$, $[a_k, b_k)$. Only (29) needs obvious changes.

Let $\epsilon_1 = 1 > \epsilon_2 > \ldots > \epsilon_n > 0$ where $\epsilon_n \to 0$ as $n \to \infty$. For each $n = 1, 2, \ldots$ denote by $\xi_n(t)$ the sum of jumps $\xi(u) - \xi(u-0)$ having absolute value greater than or equal to $\epsilon_n$ and occurring in the interval $[0, t]$. We can prove that

\begin{equation}
\text{Var}([\xi(t) - \xi_1(t)]) < \infty.
\end{equation}

This implies that (32) holds for any $\epsilon > 0$.

Let us choose $\epsilon_1 = 1, \epsilon_2, \ldots, \epsilon_n, \ldots$ in such a way that

\begin{equation}
\int_{-\epsilon_n}^{\epsilon_{n+1}} x^2 dM(x) + \int_{-\epsilon_n}^{\epsilon_n} x^2 dN(x) < \frac{1}{n^2}
\end{equation}

for $n = 1, 2, \ldots$.

Let us define

\begin{equation}
\chi(t) = \xi_1(t) + \lim_{n \to \infty} [\xi_n(t) - \xi_1(t) - E(\xi_n(t) - \xi_1(t))]
\end{equation}

for $t \geq 0$. By (34) we can prove that on the right-hand side of (35) the limit exists with probability 1 and the convergence is uniform in $t$ in any finite interval. Thus $\{\chi(t), 0 \leq t < \infty\}$ is a stochastic process.
Let \( \zeta(t) = \xi(t) - x(t) \) for \( t \geq 0 \). The process \( \{\zeta(t), 0 \leq t < \infty\} \) is independent of the process \( \{x(t), 0 \leq t < \infty\} \).

We can prove that there are only two possibilities: either \( \{\zeta(t), 0 \leq t < \infty\} \) is a stochastic process for which \( P(\zeta(t) = \bar{a}t) = 1 \) for \( t \geq 0 \) where \( \bar{a} \) is a real constant or \( \{\zeta(t), 0 \leq t < \infty\} \) is a general Brownian motion process for which

\[
P(\frac{\zeta(t) - \bar{a}t}{\bar{\sigma}\sqrt{t}} \leq x) = \Phi(x)
\]

if \( t > 0 \) where \( \bar{a} \) is a real constant and \( \bar{\sigma} \) is a positive real constant.

Accordingly, \( \{\xi(u), 0 \leq u < \infty\} \) can be represented as the sum of two independent processes, \( \{\zeta(u), 0 \leq u < \infty\} \) and \( \{x(u), 0 \leq u < \infty\} \), where \( \{\zeta(u), 0 \leq u < \infty\} \) is a general Brownian motion process (or a degenerate process) and \( \{x(u), 0 \leq u < \infty\} \) is the limit of centered compound Poisson processes.

By (30), (31), (35) and (36) we can conclude that

\[
E(e^{-SU(u)}) = e^{SU(s)}
\]

for \( u \geq 0 \) and \( \Re(s) = 0 \) where

\[
\psi(s) = -\bar{a}s + \frac{\bar{\sigma}^2 s^2}{2} + \int_{(-\infty, 1]} (e^{-sx} - 1)d\overline{M}(x) + \int_{(-1, 0)} (e^{-sx} - 1 + sx)d\overline{M}(x) + \int_{(0, 1]} (e^{-sx} - 1 + sx)d\overline{N}(x) + \int_{[1, \infty)} (e^{-sx} - 1)d\overline{N}(x)
\]

and \( \bar{a} \) is a real constant and \( \bar{\sigma}^2 \) is a nonnegative constant.
A comparison with (2) shows that necessarily $\overline{M}(x) = M(x)$ if $x < 0$ and $x$ is a continuity point of $M(x)$, $\overline{N}(x) = N(x)$ if $x > 0$ and $x$ is a continuity point of $N(x)$, and $\sigma^2 = \sigma^2$. The constant $\overline{a}$ can easily be expressed with the aid of $a$, $M(x)$ and $N(x)$.

In what follows we assume that $\{\xi(u), 0 \leq u < \infty\}$ is a homogeneous, real stochastic process with independent increments for which $\overline{P}\{\xi(0) = 0\} = 1$.

Then (1) holds with $\psi(s)$ defined by (2). The finite dimensional distributions of the process $\{\xi(u), 0 \leq u < \infty\}$ are completely determined by the parameters $a$ and $\sigma^2$ and by the functions $M(x)$ ($-\infty < x < 0$) and $N(x)$ ($0 < x < \infty$). We can classify the processes $\{\xi(u), 0 \leq u < \infty\}$ according to the properties of $a$, $\sigma^2$, $M(x)$ and $N(x)$.

If $a$ is a real number, $\sigma^2$ is a positive real number, $M(x) \equiv 0$ for $x < 0$, and $N(x) \equiv 0$ for $x > 0$, then

$$\psi(s) = -as + \frac{\sigma^2 s^2}{2}$$

for all $s$, and $\{\xi(u), 0 \leq u < \infty\}$ is a general Brownian motion process for which

$$P\left\{\frac{\xi(u) - au}{\sigma \sqrt{u}} \leq x\right\} = \Phi(x)$$

for $u > 0$. If the process $\{\xi(u), 0 \leq u < \infty\}$ is separable, then the sample functions are continuous with probability 1.

If $a$ is a real number, $\sigma^2 = 0$, $M(x) \equiv 0$ for $x < 0$ and $N(x) \equiv 0$ for $x > 0$, then

$$\psi(s) = -as$$
for all $s$, and $P(\xi(u) = au) = 1$ for all $u \geq 0$. If the process is separable, then the sample functions are continuous with probability 1.

Conversely, if the sample functions of the process $\{\xi(u), 0 \leq u < \infty\}$ are continuous with probability 1, then $M(x) \equiv 0$ for $x < 0$ and $N(x) \equiv 0$ for $x > 0$, that is, $\{\xi(u), 0 \leq u < \infty\}$ is either a general Brownian motion process or a degenerate process.

If $a = 0$, $\sigma^2 = 0$, and $\lambda = M(-0) + N(+0)$ is a finite positive constant, then there exists a distribution function $H(x)$ such that if $x$ is a continuity point of $H(x)$, then

\begin{equation}
M(x) = \lambda H(x)
\end{equation}

for $x < 0$ and
\begin{equation}
N(x) = \lambda[H(x)-1]
\end{equation}

for $x > 0$. If
\begin{equation}
\psi(s) = \int_{-\infty}^{\infty} e^{-sx}dH(x)
\end{equation}

for $\text{Re}(s) = 0$, then
\begin{equation}
\psi(s) = \lambda[1-\psi(s)]
\end{equation}

for $\text{Re}(s) = 0$, and $\{\xi(u), 0 \leq u < \infty\}$ is a compound Poisson process. If the process $\{\xi(u), 0 \leq u < \infty\}$ is separable, then with probability 1 the sample functions are step functions having only a finite number of jumps in every finite interval $[0, t]$.

Conversely, if the sample functions of the process $\{\xi(u), 0 \leq u < \infty\}$ are step functions having only a finite number of jumps in every finite interval
[0, t] with probability 1, then \{\xi(u), 0 \leq u < \infty\} is either a compound Poisson process or a degenerate process for which \(P\{\xi(u) = 0\} = 1\) for all \(u \geq 0\).

Let us suppose that \(a \geq 0, \sigma^2 = 0, M(x) = 0\) for \(x < 0, N(+0) < \infty\), and

\[\int_{+0}^{e} x dN(x) < \infty\]

for some \(\epsilon > 0\). In this case

\[(47)\quad \Psi(s) = -as + \int_{+0}^{\infty} (e^{-sx} - 1) dN(x)\]

for \(Re(s) \geq 0\), and if the process \{\xi(u), 0 \leq u < \infty\} is separable, then with probability 1 the sample functions are nondecreasing functions of \(u\). Conversely, if with probability 1 the sample functions of the process \{\xi(u), 0 \leq u < \infty\} are nondecreasing functions of \(u\), then \(\Psi(s)\) has the form (47) where \(a \geq 0\) and \(N(x)\) satisfies (46). Furthermore, apart from a set of probability zero, each sample function can be expressed as the sum of the linear function \(au\) (\(0 \leq u < \infty\)) and a step function. If \(N(+0) = \infty\), then the step function has infinitely many jumps in every interval \([0, t]\) of positive length.

If in the above case

\[(48)\quad \rho = \int_{+0}^{\infty} x dN(x)\]

is a finite positive number, then there exists a distribution function \(H^*(x)\) of a positive random variable such that
for $x \geq 0$. If

$$\int_{0}^{\infty} e^{-sx} \psi^*(x) dx = \rho s \psi^*(s) - \alpha s \psi^*(s)$$

for $\Re(s) \geq 0$, then (47) becomes

If in addition $\lambda = -N(+0) < \infty$, then there exists a distribution function

$$H(x)$$

of a positive random variable such that

$$\frac{N(+0) - N(x)}{N(+0)} = H(x)$$

for every continuity point of $H(x)$ in the interval $[0, \infty)$. If

$$\psi(s) = \int_{0}^{\infty} e^{-sx} \psi^*(x) dx$$

for $\Re(s) \geq 0$, then

$$\psi^*(s) = \frac{\lambda[1 - \psi(s)]}{\rho s} \psi^*(s)$$

for $\Re(s) \geq 0$ and $s \neq 0$ in (51).

Let $\sigma^2 > 0$, $M(x) = 0$ for $x < 0$ and

$$\int_{+0}^{x^2} \psi^*(x) dx < \infty$$

for some $\epsilon > 0$. In this case
for $\Re(s) \geq 0$ and if the process $\{\xi(u), 0 \leq u < \infty\}$ is separable, then with probability 1 the sample functions have no negative jumps. Conversely, if with probability 1 the sample functions of the process have no negative jumps, then $\psi(s)$ is given by (56) for $\Re(s) \geq 0$.

We note that if in (56)

$$
\int_0^\infty x dN(x) < \infty
$$

for some $\epsilon > 0$, then (56) can be reduced to the following form

$$
\psi(s) = -as + \frac{\sigma^2 s^2}{2} + \int_0^\infty (e^{-sx} - 1) dN(x)
$$

for $\Re(s) \geq 0$ where $\bar{a}$ is a real number. If in (56) we have

$$
\int_\epsilon^\infty x dN(x) < \infty
$$

for some $\epsilon > 0$, then (56) can be reduced to the following form

$$
\psi(s) = -\bar{a}s + \frac{\sigma^2 s^2}{2} + \int_0^\infty (e^{-sx} - sx) dN(x)
$$

for $\Re(s) \geq 0$ where $\bar{a}$ is a real number. The constant $\bar{a}$ is in general not the same as in (58).

We say that $\{\xi(u), 0 \leq u < \infty\}$ is a stable process of type $S(\alpha, \beta, c, m)$ if $\xi(1)$ has a stable distribution of type $S(\alpha, \beta, c, m)$. In this case

$$
\psi(s) = -ms - c|s|^\alpha [1 + \beta \frac{s}{|s|} d(s, \alpha)]
$$
for $\text{Re}(s) = 0$ where $m$ is a real constant, $c > 0$, $0 < \alpha \leq 2$, $-1 \leq \beta \leq 1$ and

$$d(s,\alpha) = \begin{cases} \tan \frac{\alpha \pi}{2} & \text{for } \alpha \neq 1, \\ -\frac{2}{\pi} \log |s| & \text{for } \alpha = 1. \end{cases}$$

In (61) $s/|s| = 0$ if $s = 0$. See Theorem 42.4.

Finally, we shall prove a general result for separable, homogeneous, real stochastic processes $\{\xi(u), 0 \leq u < \infty\}$ with independent increments in the case when the sample functions are nondecreasing step functions with probability one. If $P(\xi(0) = 0) = 1$, then for such processes we have

$$E[e^{-s\xi(u)}] = e^{u\psi(s)}$$

for $\text{Re}(s) > 0$ where

$$\psi(s) = \int_{0}^{\infty} (e^{-sx} - 1) dN(x)$$

and $N(x)$ $(0 < x < \infty)$ is a nondecreasing function which satisfies the conditions $\lim_{x \to +\infty} N(x) = 0$ and

$$\int_{0}^{\epsilon} x dN(x) < \infty$$

for some $\epsilon > 0$. We note that if $-N(+0) < \infty$ then with probability 1, the sample functions have only a finite number of jumps in any finite interval $[0, t]$, whereas if $-N(+0) = \infty$, then with probability 1, the sample functions have infinitely many jumps in any finite interval $[0, t]$. 
The general result mentioned above is based on the following auxiliary theorem. (See reference [86].)

**Lemma 4.** Let \( x(u) \) be a nondecreasing function of \( u \) in the interval \([0, t]\) for which \( x'(u) = 0 \) almost everywhere and \( x(0) = 0 \). Let us extend the definition of \( x(u) \) for \( u \geq 0 \) by assuming that \( x(u+t) = x(u) + x(t) \) for \( u \geq 0 \). Define

\[
\delta(u) = \begin{cases} 
1 & \text{if } u-x(u) \leq v-x(v) \text{ for } u \leq v, \\
0 & \text{otherwise.}
\end{cases}
\]

Then

\[
\int_{0}^{t} \delta(u)du = \begin{cases} 
t-x(t) & \text{if } x(t) < t, \\
0 & \text{if } x(t) \geq t.
\end{cases}
\]

**Proof.** If \( x(t) \geq t \), then \( \delta(u) = 0 \) for all \( u \geq 0 \) and thus the theorem is obviously true. Let \( x(t) < t \) and define

\[
y(u) = \inf\{v-x(v) \text{ for } v \geq u\}
\]

for \( u \geq 0 \). Since \( x(u+t) = x(u) + x(t) \) for \( u \geq 0 \), we have \( y(u+t) = y(u) + t - x(t) \) for \( u \geq 0 \). Furthermore, we have \( 0 \leq y(v) - y(u) \leq v - u \) for \( 0 \leq u \leq v \). Thus \( y(u) \ (0 \leq u < \infty) \) is a nondecreasing and absolutely continuous function of \( u \). Consequently, \( y'(u) \) exists for almost all \( u \), \( 0 \leq y'(u) \leq 1 \), and

\[
\int_{0}^{t} y'(u)du = y(t) - y(0) = t-x(t).
\]

Now we shall prove that \( y'(u) = \delta(u) \) for almost all \( u \), which implies (67). We note that \( \delta(u) = 1 \) if and only if \( y(u) = u-x(u) \).
The inequality \( y(u) \leq u - x(u) \) always holds. Furthermore, we have \( x(u+0) = x(u) \) and \( x'(u) = 0 \) for almost all \( u \geq 0 \).

First, we prove that

\[(70) \quad y'(u) \leq \delta(u) \quad \text{for almost all } u \geq 0.\]

If \( y'(u) \) exists, and if \( y'(u) = 0 \), then \( (70) \) is obviously true. Now we shall prove that if \( y'(u) \) exists, if \( y'(u) > 0 \) and \( x(u+0) = x(u) \), then \( \delta(u) = 1 \). If \( y'(u) > 0 \), then \( y(v) > y(u) \) for \( v > u \) and therefore \( y(u) = \inf\{s - x(s) \mid u \leq s \leq v\} \) holds for all \( v > u \).

Thus \( u - x(v) \leq y(u) \leq u - x(u) \) for all \( v > u \), and consequently \( u - x(u+0) \leq y(u) \leq u - x(u) \). If \( x(u+0) = x(u) \), then \( y(u) = u - x(u) \) which implies that \( \delta(u) = 1 \). Since \( y'(u) \leq 1 \) always holds, therefore \( (70) \) follows.

Second, we prove that

\[(71) \quad \delta(u) \leq y'(u) \quad \text{for almost all } u \geq 0.\]

If \( \delta(u) = 0 \) and \( y'(u) \) exists, then \( (71) \) is evidently true. Now we shall prove that if \( \delta(u) = 1 \), if \( y'(u) \) exists, if \( x'(u) = 0 \) and \( u \) is an accumulation point of the set \( D = \{u : \delta(u) = 1, 0 \leq u < \infty\} \), then \( y'(u) = 1 \). Suppose that \( u \in D \) and \( u = \lim_{n \to \infty} u_n \) where \( u_n \in D \) and \( u_n \neq u \). Then \( y(u) = u - x(u) \) and \( y(u_n) = u_n - x(u_n) \). Accordingly, if \( y'(u) \) exists and if \( x'(u) = 0 \), we have

\[(72) \quad y'(u) = \lim_{n \to \infty} \frac{y(u) - y(u_n)}{u - u_n} = 1 - \lim_{n \to \infty} \frac{x(u) - x(u_n)}{u - u_n} = 1 - x'(u) = 1.\]
Since the isolated points of $D$ form a countable (possibly empty) set, therefore (71) follows.

By (70) and (71) we obtain that $y'(u) = \delta(u)$ holds for almost all $u \geq 0$. Thus by (69) we get (67) for $x(t) \leq t$. This completes the proof of the lemma.

By using Lemma 4 we can prove the following result.

**Theorem 8.** Let $\{\xi(u), 0 \leq u < \infty\}$ be a separable, homogeneous, real stochastic process with independent increments. If $P(\xi(0) = 0) = 1$, and if the sample functions of the process are nondecreasing step functions with probability 1, then

$$(73) \quad \lim_{\tau \to t} \frac{\tau}{t} \{ \xi(u) \leq u \text{ for } 0 \leq u \leq \tau \mid \xi(t) = y\} \begin{cases} \frac{(t-y)/t}{0 \leq y \leq t} \quad \text{for } 0 \leq y \leq t, \\ 0 \quad \text{otherwise}, \end{cases}$$

where the conditional probability is defined up to an equivalence.

**Proof.** Define $\xi^*(u)$ for $0 \leq u < \infty$ by assuming that $\xi^*(u) = \xi(u)$ for $0 \leq u \leq t$ and $\xi^*(u+t) = \xi^*(u) + \xi^*(t)$ for $u \geq 0$. Let

$$(74) \quad \delta(u) = \begin{cases} 1 \quad \text{if } \xi^*(v) - \xi^*(u) \leq v - u \text{ for } v \geq u, \\ 0 \quad \text{otherwise}. \end{cases}$$

Then $\delta(u)$ is a random variable which has the same distribution for all $u \geq 0$. Evidently $\delta(0)$ is the indicator variable of the event $\{\xi(u) \leq u \text{ for } 0 \leq u \leq t\}$. Thus we have
\[ P\{\xi(u) \leq u \text{ for } 0 \leq u \leq t | \xi(t)\} = E\{\delta(0) | \xi(t)\} = \]

\[ = \frac{1}{t} \int_0^t E\{\delta(u) | \xi(t)\} du = E\{\frac{1}{t} \int_0^t \delta(u) du | \xi(t)\} = \]

\[ = \begin{cases} 1 - \frac{\xi(t)}{t} & \text{for } 0 \leq \xi(t) \leq t, \\ 0 & \text{otherwise} \end{cases}, \]

with probability 1 because by Lemma 4.

\[ \int_0^t \delta(u) du = \begin{cases} t - \xi(t) & \text{if } 0 \leq \xi(t) \leq t, \\ 0 & \text{otherwise} \end{cases}, \]

holds for almost all sample functions of the process. This completes the proof of the theorem.

We note that Theorem 8 remains also valid if we replace the left-hand side of (73) by \( P\{\xi(u) < u \text{ for } 0 < u \leq t | \xi(t) = y\} \).

From (73) it follows that

\[ P\{\xi(u) \leq u \text{ for } 0 \leq u \leq t\} = E\{1 - \frac{\xi(t)}{t}\}^+ \]

for \( t > 0 \) where \([x]^+\) denotes the positive part of \( x\).

If the process \( \{\xi(u), 0 \leq u < \infty\} \) satisfies the conditions of Theorem 8, then (63) holds with \( \Psi(s) \) defined by (64). If in addition

\[ \rho = \int_0^\infty x dN(x) \]

is a finite nonnegative number, then Theorem 2 is applicable, and we have
In this case by (77) it follows that

\[
\lim_{t \to \infty} \frac{\xi(t)}{t} = \rho = 1.
\]

(80) \[ P\{\xi(u) \leq u \text{ for } 0 \leq u < \infty\} = \begin{cases} 1 - \rho & \text{if } \rho < 1, \\ 0 & \text{if } \rho \geq 1. \end{cases} \]

For by the continuity theorem for probabilities and by (77) we have

\[
P\{\xi(u) \leq u \text{ for } 0 \leq u < \infty\} = \lim_{t \to \infty} P\{\xi(u) \leq u \text{ for } 0 \leq u \leq t\} =
\]

\[
= \lim_{t \to \infty} \mathbb{E}\left(\left[1 - \frac{\xi(t)}{t}\right]^+ \right) = \left[1 - \rho\right]^+. \tag{81}
\]

that

In the last equality we used \( \xi(t)/t \to \rho \) as \( t \to \infty \) and that \( 0 \leq \left[1 - \frac{\xi(t)}{t}\right]^+ \leq 1 \) for all \( t > 0 \).

Examples. We shall mention a few examples for the applications of Theorem 8.

Compound Poisson Processes. Let us suppose that

\[
N(x) = -\lambda[1 - H(x)] \tag{82}
\]

for \( x > 0 \) where \( \lambda \) is a positive constant and \( H(x) \) is the distribution function of a nonnegative random variable. In this case \( \{\xi(u), 0 \leq u < \infty\} \) is a compound Poisson process and Theorem 8 is applicable. In this particular case we already proved Theorem 8. (See Theorem 48.13). In this case
and (80) also holds if \( p < \infty \).

**Stable Processes.** Let us suppose that

\[
N(x) = -\frac{1}{\Gamma(1-a)x^\alpha}
\]

for \( x > 0 \) where \( 0 < \alpha < 1 \). In this case

\[
\psi(s) = \frac{\alpha}{\Gamma(1-a)} \int_0^\infty (e^{-sx} - 1) \frac{dx}{x^a + 1} = -s^\alpha
\]

for \( \text{Re}(s) \geq 0 \) and \( \{\xi(u), 0 \leq u < \infty\} \) is a stable process of type \( S(\alpha, 1, 1, 0) \). Now Theorem 8 is applicable. However, in this case \( p = \infty \).

**Gamma Processes.** Let us suppose that

\[
N(x) = -\int_x^\infty \frac{e^{-\mu y}}{y} dy
\]

for \( x > 0 \) where \( \mu \) is a positive constant. Then

\[
\psi(s) = \int_0^\infty (e^{-sx} - 1)e^{-\mu x} \frac{dx}{x} = -\log(1 + \frac{s}{\mu})
\]

for \( \text{Re}(s) \geq 0 \). In this case we say that \( \{\xi(u), 0 \leq u < \infty\} \) is a gamma process. Now Theorem 8 holds and (80) also holds with \( p = 1/\mu \).

\[
\rho = \lambda \int_0^\infty x dH(x)
\]
52. Weak Convergence of Stochastic Processes.

Let \( \{\xi_n(u), 0 \leq u \leq t\} \) \( (n = 1, 2, \ldots) \) and \( \{\xi(u), 0 \leq u \leq t\} \) be real stochastic processes. We say that the finite dimensional distribution functions of the process \( \{\xi_n(u), 0 \leq u \leq t\} \) converge to the finite dimensional distribution functions of the process \( \{\xi(u), 0 \leq u \leq t\} \) if for any \( k = 1, 2, \ldots \) and \( 0 \leq t_1 < t_2 < \ldots < t_k \leq t \) we have

\[
\lim_{n \to \infty} P\{\xi_n(t_1) \leq x_1, \xi_n(t_2) \leq x_2, \ldots, \xi_n(t_k) \leq x_k\} = P\{\xi(t_1) \leq x_1, \xi(t_2) \leq x_2, \ldots, \xi(t_k) \leq x_k\}
\]

in every continuity point \( (x_1, x_2, \ldots, x_k) \) of the right-hand side of (1).

Let \( Q \) be some real functional defined for \( \xi_n = \{\xi_n(u), 0 \leq u \leq t\} \) and \( \xi = \{\xi(u), 0 \leq u \leq t\} \). The problem arises what conditions should we impose on \( Q \) in order that

\[
\lim_{n \to \infty} P\{Q(\xi_n) \leq x\} = P\{Q(\xi) \leq x\}
\]

be satisfied in every continuity point of \( P\{Q(\xi) \leq x\} \)?

The importance of the solution of the above problem is twofold. First, it makes possible to determine the probability \( P\{Q(\xi) \leq x\} \) for a process \( \xi = \{\xi(u), 0 \leq u \leq t\} \) if we can determine the probabilities \( P\{Q(\xi_n) \leq x\} \) for a sequence of suitable chosen processes \( \xi_n = \{\xi_n(u), 0 \leq u \leq t\} \) \( (n = 1, 2, \ldots) \). Second, it makes possible to determine the limiting distributions of some functionals defined on a class of stochastic processes.

In what follows we assume that the sample functions of the processes
\{\xi_n(u), 0 \leq u \leq t\} and \{\xi(u), 0 \leq u \leq t\} belong to some metric space \(\Omega\) with probability 1. For \(x \in \Omega, y \in \Omega\) denote by \(\rho(x, y)\) the distance between \(x\) and \(y\). Denote by \(B\) the smallest \(\sigma\)-algebra which contains all the open sets (closed sets) in \(\Omega\). If \(\Omega\) is a separable metric space, then \(B\) coincides with the smallest \(\sigma\)-algebra which contains all the open spheres (closed spheres) in \(\Omega\). In what follows we shall consider only such spaces \(\Omega=\{x(u), 0 \leq u \leq t\}\) for which \(A\), the minimal \(\sigma\)-algebra containing the sets \(\{x(u) \leq a\}\) for \(u \in [0, t]\) and \(a \in (-\infty, \infty)\), contains all spheres in \(\Omega\).

For any \(A \in B\) let us define

\[(3) \quad \mu_n(A) = P(\xi_n \in A),\]

that is, \(\mu_n(A)\) is the probability that \(\xi_n = \{\xi_n(u), 0 \leq u \leq t\}\) belongs to \(A\), and

\[(4) \quad \mu(A) = P(\xi \in A),\]

that is, \(\mu(A)\) is the probability that \(\xi = \{\xi(u), 0 \leq u \leq t\}\) belongs to \(A\), provided that the probabilities (3) and (4) are uniquely determined by the finite dimensional distribution functions of the processes \(\{\xi_n(u), 0 \leq u \leq t\}\) \((n = 1, 2, \ldots)\) and \(\{\xi(u), 0 \leq u \leq t\}\).

We say that \(\mu_n\) converges weakly to \(\mu\), that is, \(\mu_n \Rightarrow \mu\) as \(n \to \infty\), if and only if

\[(5) \quad \lim_{n \to \infty} \int h(x)\,d\mu_n = \int h(x)\,d\mu\]

for every continuous and bounded real functional \(h(x)\) on \(\Omega\). The functional \(h(x)\) is continuous on \(\Omega\) if for every \(x \in \Omega\) and for every \(\varepsilon > 0\) there is a \(\delta > 0\) such that \(|h(x) - h(y)| < \varepsilon\) whenever \(y \in \Omega\) and \(\rho(x, y) < \delta\).
If we suppose that the space $\Omega$ is a separable metric space and $Q$ is a continuous functional on $\Omega$, then $Q(\xi_n)$ ($n = 1, 2, \ldots$) and $Q(\xi)$ will be random variables and

\[ \lim_{n \to \infty} P\{Q(\xi_n) \leq x\} = P\{Q(\xi) \leq x\} \]

holds in every continuity point of $P\{Q(\xi) \leq x\}$ if and only if $\mu_n$ converges weakly to $\mu$. For (6) holds if and only if

\[ \lim_{n \to \infty} \int_{\Omega} e^{i\omega Q(x)} d\mu_n = \int_{\Omega} e^{i\omega Q(x)} d\mu \]

for every real $\omega$. Since $\cos[\omega Q(x)]$ and $\sin[\omega Q(x)]$ are continuous and bounded functionals on $\Omega$, the statement is obvious.

Accordingly, if we restrict ourself to separable metric spaces $\Omega$ and continuous functionals $Q$, then (2) holds if and only if $\mu_n \Rightarrow \mu$ as $n \to \infty$. Thus the problem is reduced to find sufficient conditions for $\mu_n \Rightarrow \mu$. The following definition will be useful in solving this problem.

We say that the sequence $\{\mu_n\}$ is weakly compact if every subsequence of $\{\mu_n\}$ contains a subsequence which is weakly convergent.

Yu. V. Prokhorov [523] proved that if $\Omega$ is a metric space and if for every $\varepsilon > 0$ there exists a compact set $K_\varepsilon$ in $\Omega$ such that

\[ \sup_{n < \infty} \mu_n(\Omega - K_\varepsilon) < \varepsilon, \]

then $\{\mu_n\}$ is weakly compact. (See Theorem 3.2 in the Appendix.)
If we suppose that \( \Omega \) is a separable metric space, if \( \{ \mu_n \} \) is weakly compact and if (1) is satisfied, then we can prove that \( \mu_n \rightharpoonup \mu \) as \( n \to \infty \). The proof is exactly the same as the proof of the fourth statement in Theorem 46.7. (Formulas (46.143) to (46.157). The only difference is that in (46.151) \( f \in \Omega \).)

Thus we can conclude that if \( \Omega \) is a separable metric space and if for every \( \varepsilon > 0 \) there exists a compact set \( K_\varepsilon \) in \( \Omega \) such that (8) is satisfied, then (2) holds for every continuous functional \( Q \) on \( \Omega \). Actually, (2) also holds if we assume only that \( Q \) is measurable with respect to \( \mathcal{B} \) and almost everywhere continuous with respect to \( \mu \). The proof of this last statement is exactly the same as the proof of the last statement in Theorem 46.7. (Formulas (46.160) to (46.165).)

We can summarize the above results in the following theorem.

**Theorem 1.** Let \( \xi_n = \{ \xi_n(u), 0 \leq u \leq t \} \ (n = 1, 2, \ldots) \) and \( \xi = \{ \xi(u), 0 \leq u \leq t \} \) be real stochastic processes whose sample functions belong to some metric space \( \Omega \) with probability 1. Denote by \( \mathcal{B} \) the class of Borel subsets of \( \Omega \) and let us define \( \mu_n(A) \) for \( A \in \mathcal{B} \) by (3) and \( \mu(A) \) for \( A \in \mathcal{B} \) by (4). If (1) is satisfied and if for every \( \varepsilon > 0 \) there exists a compact set \( K_\varepsilon \) in \( \Omega \) for which (8) is satisfied, and if \( Q \) is a functional on \( \Omega \) which is measurable with respect to \( \mathcal{B} \) and almost everywhere continuous with respect to \( \mu \), then

\[
\lim_{n \to \infty} P(Q(\xi_n) \leq x) = P(Q(\xi) \leq x)
\]

in every continuity point of \( P(Q(\xi) \leq x) \).
Theorem 1 has many useful applications in the theory of stochastic processes.

First, let us consider the case when the sample functions of the processes \( \{\xi_n(u), 0 \leq u \leq t\} \) \((n = 1, 2, \ldots)\) and \( \{\xi(u), 0 \leq u \leq t\} \) are continuous with probability 1. Then \( \mathbb{A} \) can be chosen as the space \( C[0, t] \) of continuous functions defined on the interval \([0, t]\). If we introduce the metric \( \rho(x, y) = \sup_{0 \leq u \leq t} |x(u) - y(u)| \) whenever \( x = \{x(u), 0 \leq u \leq t\} \in C[0, t] \) and \( y = \{y(u), 0 \leq u \leq t\} \in C[0, t] \), then \( C[0, t] \) becomes a complete separable metric space.

The following theorem is due to Yu. V. Prokhorov [522],[523]. See also I. I. Gikhman and A. V. Skorohod [44].

**Theorem 2.** Let us suppose that the sample functions of the processes \( \xi_n = \{\xi_n(u), 0 \leq u \leq t\} \) \((n = 1, 2, \ldots)\) and \( \xi = \{\xi(u), 0 \leq u \leq t\} \) are continuous with probability 1, and the finite dimensional distribution functions of the process \( \{\xi_n(u), 0 \leq u \leq t\} \) converge to the finite dimensional distribution functions of the process \( \{\xi(u), 0 \leq u \leq t\} \) as \( n \to \infty \). If for any \( \varepsilon > 0 \)

\[
\lim_{h \to 0} \limsup_{n \to \infty} P\{ \sup_{0 \leq u \leq t} |\xi_n(u) - \xi_n(v)| > \varepsilon \} = 0
\]

and if \( Q \) is a real continuous functional on \( C[0, t] \), then

\[
\lim_{n \to \infty} P\{Q(\xi_n) \leq x\} = P\{Q(\xi) \leq x\}
\]

in every continuity point of \( P\{Q(\xi) \leq x\} \).
Proof. By Theorem 1 it is sufficient to prove that for every \( \varepsilon > 0 \) there exists a compact set \( K_\varepsilon \) in \( C[0, t] \) such that \( \mu_n(K_\varepsilon) \geq 1-\varepsilon \) for \( n = 1, 2, \ldots \). We can construct a compact set \( K_\varepsilon \) in the same way as in the proof of the second statement of Theorem 46.7. (Formulas (46.133) to (46.142).) Only the set \( F_0 \) should be chosen differently. Since \( \tilde{P}(\xi_\varepsilon(0) \leq x) \Rightarrow P(\xi(0) \leq x) \) as \( n \to \infty \), therefore for any \( \varepsilon > 0 \) we can find an \( m_0 \) such that \( \tilde{P}(\{\xi_\varepsilon(0) \leq m_0\}) > 1-\varepsilon \) for \( n = 1, 2, \ldots \). If we choose \( F_0 = \{f : |f(0)| \leq m_0\} \), then \( \mu_n(F_0) > 1-\varepsilon \) and the remaining part of the proof remains unchanged.

Now let us consider a few examples for the application of this theorem.

Let us suppose that \( \{\xi(u), 0 \leq u \leq t\} \) is a separable Brownian motion process defined on the interval \([0, t]\). Then with probability 1 the sample functions of the process are continuous functions. (See Theorem 50.1.)

Let \( \xi_1, \xi_2, \ldots, \xi_n, \ldots \) be mutually independent and identically distributed real random variables for which \( \tilde{E}(\xi^2) = 0 \) and \( \tilde{E}(\xi^2) = 1 \). Define \( \xi_n = \xi_1 + \xi_2 + \ldots + \xi_n \) for \( n \geq 1 \) and \( \xi_0 = 0 \). Let

\[
(12) \quad \xi_n(u) = \xi_{\lfloor nu \rfloor} / \sqrt{n}
\]

for \( 0 \leq u \leq t \). Then the finite dimensional distribution functions of the stochastic process \( \xi_n = \{\xi_n(u), 0 \leq u \leq t\} \) converge to the finite dimensional distribution functions of the Brownian motion process \( \xi = \{\xi(u), 0 \leq u \leq t\} \). This follows from the central limit theorem and from the fact that the process \( \{\xi_n(u), 0 \leq u \leq t\} \) has independent increments.

Now we cannot apply Theorem 2 directly because the sample functions of
the processes \( \{ \xi_n(u), 0 \leq u \leq t \} \) are not continuous functions. However, we can easily overcome this difficulty. Let us define

\[
(13) \quad \xi_n^*(u) = \frac{\xi[nu] + (nu - [nu])\xi[nu+1]}{\sqrt{n}}
\]

for \( u \geq 0 \). Then the stochastic process \( \xi_n^* = \{ \xi_n^*(u), 0 \leq u \leq t \} \) has continuous sample functions and the finite dimensional distribution functions of the process \( \{ \xi_n^*(u), 0 \leq u \leq t \} \) converge to the finite dimensional distribution functions of the Brownian motion process \( \xi = \{ \xi(u), 0 \leq u \leq t \} \).

Since \( \xi[nu+1]/\sqrt{n} \to 0 \) as \( n \to \infty \), this follows immediately from the results mentioned above.

For the process \( \{ \xi_n^*(u), 0 \leq u \leq t \} \) we can apply Theorem 2 and we can conclude that if \( Q \) is any real continuous functional on \( C[0, t] \), then

\[
(14) \quad \lim_{n \to \infty} P\{Q(\xi_n^*) \leq x\} = P\{Q(\xi) \leq x\}
\]
in every continuity point of \( P\{Q(\xi) \leq x\} \).

For in this case (10) is satisfied which follows from the inequality (46.126). See formulas (46.126) to (46.132). This result is in agreement with Theorem 46.7.

If we suppose, for example, that \( P(\xi_n = 1) = P(\xi_n = -1) = 1/2 \) for \( n = 1, 2, \ldots \), then the random variables \( \xi_0, \xi_1, \ldots, \xi_n, \ldots \) describe a symmetric random walk, and for several functionals \( Q \) the limit (14) can be determined directly.
On the one hand this result makes it possible to find the probability\( P(Q(x) \leq x) \) for a Brownian motion process \( \xi = \{\xi(u), 0 \leq u \leq t\} \) and on the other hand it shows that the limiting distribution (14) does not depend on the particular sequence of random variables \( \xi_1, \xi_2, \ldots, \xi_n, \ldots, \) it depends only on the limiting distribution of \( \xi_n/\sqrt{n} \) as \( n \to \infty \).

As a next example let us suppose that \( \{\xi(u), 0 \leq u \leq t\} \) is a general Brownian motion process for which \( E[\xi(u)] = au \) and \( \text{Var}[\xi(u)] = \sigma^2 u \) where \( \sigma \) is a positive constant. Then with probability 1 the sample functions of the process are continuous functions. (See Theorem 50.1.)

For every \( n = 1, 2, \ldots \) let \( \xi_{n1}, \xi_{n2}, \ldots, \xi_{nk}, \ldots \) be mutually independent and identically distributed random variables for which

\[
P(\xi_{nk} = 1) = \frac{1}{2} + \frac{\alpha}{2\sigma \sqrt{n}} \quad \text{and} \quad P(\xi_{nk} = -1) = \frac{1}{2} - \frac{\alpha}{2\sigma \sqrt{n}}
\]

whenever \( n > \alpha^2/\sigma^2 \). Let \( \xi_{nk} = \xi_{n1} + \xi_{n2} + \ldots + \xi_{nk} \) for \( n \geq 1 \) and \( k \geq 1 \) and \( \xi_{n0} = 0 \) for \( n \geq 1 \). Define

\[
(16) \quad \xi_n(u) = \frac{\sigma \xi_{n,[nu]}}{\sqrt{n}}
\]

for \( 0 \leq u \leq t \) and

\[
(17) \quad \xi^*_n(u) = \frac{\sigma [\xi_{n,[nu]} + (n - [nu])\xi_{n,[nu+1]}]}{\sqrt{n}}
\]

for \( 0 \leq u \leq t \).
The finite dimensional distribution functions of both processes
\( \xi_n = \{ \xi_n(u), 0 \leq u \leq t \} \) and \( \xi^*_n = \{ \xi^*_n(u), 0 \leq u \leq t \} \) converge to the
finite dimensional distribution functions of the process \( \xi = \{ \xi(u), 0 \leq u \leq t \} \). While the sample functions of the process \( \{ \xi_n(u), 0 \leq u \leq t \} \) are step functions, the sample functions of the process \( \{ \xi^*_n(u), 0 \leq u \leq t \} \) are continuous functions. Furthermore, we can easily prove that (10) is satisfied for the process \( \{ \xi^*_n(u), 0 \leq u \leq t \} \). Thus Theorem 2 is applicable, and we can conclude that if \( Q \) is any real continuous functional on \( C[0, t] \), then
\[
\lim_{n \to \infty} P\{Q(\xi^*_n) \leq x\} = P\{Q(\xi) \leq x\}
\]
in every continuity point of \( P\{Q(\xi) \leq x\} \).

For several functionals the probability \( P\{Q(\xi^*_n) \leq x\} \) can be calculated explicitly and by forming its limit as \( n \to \infty \) we can obtain \( P\{Q(\xi) \leq x\} \) for a general Brownian motion process \( \xi = \{ \xi(u), 0 \leq u \leq t \} \).

A second important case for the application of Theorem 1 is the following. Let us suppose that the sample functions of the processes \( \{ \xi_n(u), 0 \leq u \leq 1 \} \) \((n = 1, 2, \ldots)\) and \( \{ \xi(u), 0 \leq u \leq 1 \}\) belong to the space \( D[0, 1] \) with probability 1. Here \( D[0, 1] \) denotes the space of real functions \( f(u) \) defined on the interval \([0, 1]\) for which \( f(u+0) \) and \( f(u-0) \) exist at every point and \( f(u+0) = f(u) \), \( f(0) = f(+0) \) and \( f(1) = f(1-0) \).

Let us introduce a metric in the space \( D[0, 1] \) in the following way:
If \( f, g \in D[0, 1] \), then let us define the distance between \( f \) and \( g \) by

\[
(18) \quad d(f, g) = \inf \{ \sup_{\lambda \in \Lambda} |f(u) - g(\lambda(u))| + \sup_{0 \leq u \leq 1} |u - \lambda(u)| \}
\]

where \( \Lambda \) is the set of continuous, increasing, real functions \( \lambda(u) \) defined on the interval \([0, 1]\) such that \( \lambda(0) = 0 \) and \( \lambda(1) = 1 \). We can easily check that \( d(f, g) \) defines a metric on \( D[0, 1] \), and the space \( D[0, 1] \) with the metric (18) is a separable metric space. For each \( f \in D[0, 1] \), let us define

\[
(19) \quad \Lambda_a(f) = \sup_{0 < a < 1} \{ \min(\min(|f(t) - f(u)|, |f(v) - f(u)|)) + \sup_{0 \leq u \leq 1} |f(u) - f(0)| + \sup_{0 \leq u \leq 1} |f(u) - f(1)| \}.
\]

The following theorem is due to A. V. Skorokhod [537].

**Theorem 3.** Let us suppose that the sample functions of the processes \( \xi_n = \{ \xi_n(u), 0 \leq u \leq 1 \} \) \((n = 1, 2, \ldots)\) and \( \xi = \{ \xi(u), 0 \leq u \leq 1 \} \) belong to the space \( D[0, 1] \) with probability 1, and the finite dimensional distribution functions of the process \( \{ \xi_n(u), 0 \leq u \leq 1 \} \) converge to the finite dimensional distribution functions of the process \( \{ \xi(u), 0 \leq u \leq 1 \} \) as \( n \to \infty \). If for every \( \epsilon > 0 \)

\[
(20) \quad \lim_{a \to 0} \lim_{n \to \infty} \sup_{\Lambda_a(\xi_n)} P(\Lambda_a(\xi_n) > \epsilon) = 0,
\]

and if \( \mathcal{Q} \) is a real continuous functional on \( D[0, 1] \) with the metric (18),
then

\[
\lim_{n \to \infty} P\{Q(\xi_n) \leq x\} = P\{Q(\xi) \leq x\}
\]

in every continuity point of \(P\{Q(\xi) \leq x\}\).

For the proof of this theorem we refer to I. I. Gikhman and A. V. Skorokhod [44, pp. 469-478]. Here we shall sketch only briefly the proof of Theorem 3. First, (20) implies that

\[
\lim_{a \to 0} \sup_{n} P\{\Delta(\xi_n) > \epsilon\} = 0.
\]

Since for any \(\epsilon > 0\) and \(c\) we have

\[
P\{\sup_{\sim 0 \leq u \leq 1} |\xi_n(u)| > c\} \leq P\{\max_{0 \leq k \leq m} |\xi_n(k^\ast)| > c - \epsilon\} + P\{\Delta_{1/n}(\xi_n)\},
\]

and since

\[
\lim_{n \to \infty} P\{\max_{0 \leq k \leq m} |\xi_n(k^\ast)| \leq x\} = P\{\max_{0 \leq k \leq m} |\xi(k^\ast)| \leq x\}
\]

in every continuity point of the right-hand side, therefore by (20) we obtain that

\[
\lim_{c \to 0} \sup_{n} P\{\sup_{0 \leq u \leq 1} |\xi_n(u)| > c\} = 0.
\]

Denote by \(K(c,\omega)\) the set of functions \(\{f(u)\}\) in \(D[0, 1]\) which satisfy the inequalities \(|f(u)| \leq c\) for \(0 \leq u \leq 1\) and \(\Delta_{a}(f) \leq \omega(a)\)
for $a > 0$ where $w(a)$ is a nonincreasing continuous function of $a$ for $0 < a$ and $\lim_{a \to 0} w(a) = 0$. Then $K(c, w)$ is a compact set. If for every $\epsilon > 0$ we choose $K_\epsilon = K(c, w)$ with a sufficiently large $c$, then by (25) the inequality (8) is satisfied, and by Theorem 1 we obtain that (21) holds.

In the following we shall give a few examples for the application of Theorem 3.

First, let us suppose that $\xi_1, \xi_2, \ldots, \xi_n, \ldots$ is a sequence of mutually independent and identically distributed real random variables. Write $\zeta_n = \xi_1 + \xi_2 + \ldots + \xi_n$ for $n = 1, 2, \ldots$ and $\zeta_0 = 0$. Let us assume that

\begin{equation}
\lim_{n \to \infty} P\left\{ \frac{\zeta_n}{B_n} \leq x \right\} = R(x)
\end{equation}

where $R(x)$ is a nondegenerate stable distribution function of type $S(\alpha, \beta, c, 0)$ (the case of $\alpha = 1$, $\beta \neq 0$ is excluded), $B_n > 0$ for $n = 1, 2, \ldots$ and $\lim_{n \to \infty} B_n = \infty$.

Define

\begin{equation}
\zeta_n(u) = \frac{\lfloor nu \rfloor}{B_n}
\end{equation}

for $0 \leq u < 1$ and $n = 1, 2, \ldots$ and $\zeta_n(1) = \zeta_{n-1}/B_n$ for $n = 1, 2, \ldots$.

Let $\{\xi(u), 0 \leq u \leq 1\}$ be a stable stochastic process of type $S(\alpha, \beta, c, 0)$ where $\beta = 0$ if $\alpha = 1$. (See formulas (51.61) and (51.62).) Then

\begin{equation}
P\{\xi(u) \leq u^{1/ \alpha} x\} = R(x)
\end{equation}
for $0 < u \leq 1$.

Since both \( \{ \xi_n(u), 0 \leq u \leq 1 \} \) and \( \{ \xi(u), 0 \leq u \leq 1 \} \) have independent increments, it follows from (25) that the finite dimensional distribution functions of the process \( \sim \xi = \{ \xi_n(u), 0 \leq u \leq 1 \} \) converge to the finite dimensional distribution functions of the process \( \sim \xi = \{ \xi(u), 0 \leq u \leq 1 \} \) as \( n \to \infty \).

For the process \( \{ \xi_n(u), 0 \leq u \leq 1 \} \) the condition (20) is satisfied. This can be proved by using (26) and the inequality

\[
\Pr(\Delta_n(\xi_n) > \varepsilon) \leq 2\Pr(\sup_{0 \leq u \leq 1} |\xi_n(u)| > \frac{\varepsilon}{4}) + (1 + \frac{1}{a}) \left[ \Pr(\sup_{0 \leq u \leq 1} |\xi_n(u)| > \frac{\varepsilon}{4}) \right]^2.
\]

(29)

For details of this proof see I. I. Gikhman and A. V. Skorokhod [44, pp. 480-483].

Thus we can conclude that if \( Q \) is a real and continuous functional on \( D[0, 1] \) with the metric (19), then (21) holds.

If, in particular,

\[
Q(f) = \sup_{0 \leq u \leq 1} \frac{|f(u) + a(u)|}{b(u)}
\]

(30)

where \( a(u) \) and \( b(u) > 0 \) are continuous functions of \( u \), then \( Q \) is continuous in the metric (19), and by Theorem 3 we have
\[
\lim_{n \to \infty} P\{a\left(\frac{1}{n}\right) - x_b\left(\frac{1}{n}\right) \leq \frac{\zeta_k}{k} \leq a\left(\frac{1}{n}\right) + x_b\left(\frac{1}{n}\right) \text{ for } k = 1, 2, \ldots, n\} = \\
P\{a(u) - x_b(u) \leq \xi(u) \leq a(u) + x_b(u) \text{ for } 0 \leq u \leq 1\}
\]

for \( x \geq 0 \).

If

\[
Q(f) = \int_0^1 h(f(u))du
\]

where \( h(x) \) is a continuous function defined on the interval \((-\infty, \infty)\), then

\( Q(f) \) is a continuous functional in the metric (18), and by Theorem 3 we obtain that

\[
\lim_{n \to \infty} \frac{1}{n} \sum_{k=1}^n h\left(\frac{\zeta_k}{k}\right) \leq x = P\{\int_0^1 h(\xi(u))du \leq x\}
\]

in every continuity point of the limiting distribution function.

As a second example, let us suppose that \( \{\xi_n(u), 0 \leq u \leq 1\} \) is a compound Poisson process for every \( n = 1, 2, \ldots \) and that

\[
E\{e^{-s\xi_n(u)}\} = e^{uw(s)}
\]

for \( \Re(s) = 0 \). Furthermore, let \( \{\xi(u), 0 \leq u \leq 1\} \) be a homogeneous stochastic process with independent increments for which

\[
E\{e^{-s\xi(u)}\} = e^{uw(s)}
\]

for \( \Re(s) = 0 \).

Let us suppose that the finite dimensional distribution functions of
the process \( \{ \xi_n(u), 0 \leq u \leq 1 \} \) converge to the finite dimensional distribution functions of the process \( \{ \xi(u), 0 \leq u \leq 1 \} \).

We can easily see that the finite dimensional distribution functions of the process \( \{ \xi_n(u), 0 \leq u \leq 1 \} \) converge to the finite dimensional distribution functions of the process \( \{ \xi(u), 0 \leq u \leq 1 \} \) if and only if

\[
\lim_{n \to \infty} v_n(s) = v(s)
\]

for \( \Re(s) = 0 \).

We note that if \( \{ \xi(u), 0 \leq u \leq 1 \} \) is any homogeneous stochastic process with independent increments, then we can find a sequence of compound Poisson processes \( \{ \xi_n(u), 0 \leq u \leq 1 \} \) such that the finite dimensional distribution functions of the process \( \{ \xi_n(u), 0 \leq u \leq 1 \} \) converge to the finite dimensional distribution of the process \( \{ \xi(u), 0 \leq u \leq 1 \} \).

Let us suppose that the processes \( \{ \xi_n(u), 0 \leq u \leq 1 \} \) and \( \{ \xi(u), 0 \leq u \leq 1 \} \) are separable. By Theorem 5 we can always choose such versions of these processes for which the sample functions belong to \( D[0, 1] \) with probability 1.

Now in a similar way as in the previous example we can prove that (29) holds and that (36) implies (20). Thus Theorem 3 is applicable and (21) holds for any real and continuous functional on \( D[0, 1] \) with the metric (18).

As a third example, let us suppose that for each \( n \) we distribute \( n \) points at random on the interval \( (0, 1) \) in such a way that each point has a uniform distribution over \( (0, 1) \). For each \( n = 1, 2, \ldots \) denote by \( v_n(u) \) the number of random points in the interval \( (0, u] \) where \( 0 \leq u \leq 1 \).
Define

\[ n_n(u) = \frac{v_n(u) - ru}{\sqrt{n}} \]  

for \( 0 \leq u \leq 1 \). Then \( n_n = \{n_n(u), 0 \leq u \leq 1\} \) is a stochastic process whose sample functions belong to \( D[0, 1] \).

Let \( n = \{n(u), 0 \leq u \leq 1\} \) be a Gaussian stochastic process for which \( E\{n(u)\} = 0 \) if \( 0 \leq u \leq 1 \) and \( E\{n(u)n(v)\} = \min(u,v) - uv \) if \( 0 \leq u \leq 1 \) and \( 0 \leq v \leq 1 \). (See Section 50.)

We can easily prove that the finite dimensional distribution functions of the process \( \{n_n(u), 0 \leq u \leq 1\} \) converge to the finite dimensional distribution functions of the process \( \{n(u), 0 \leq u \leq 1\} \) as \( n \to \infty \).

For the process \( \{n(u), 0 \leq u \leq 1\} \) we have \( P\{n(0) = 0\} = P\{n(1) = 0\} = 1 \) and we can represent \( n(u) \) for \( 0 < u < 1 \) in the following way:

\[ n(u) = (1-u)\xi(\frac{u}{1-u}) \]  

where \( \{\xi(u), 0 \leq u < \infty\} \) is a Brownian motion process.

If we suppose that \( \{n(u), 0 \leq u \leq 1\} \) is a separable process, then by Theorem 50.1 we can conclude that the sample functions of the process \( \{n(u), 0 \leq u \leq 1\} \) are continuous with probability 1. For, in this case, \( \xi(u) = (1+u)n(u/(1+u)) \) \( (0 \leq u < \infty) \), is a separable Brownian motion process, and thus Theorem 50.1 is applicable. Accordingly, if \( \{n(u), 0 \leq u \leq 1\} \) is a separable process, then the sample functions with probability 1 belong to the space \( C[0, 1] \) and consequently to the space \( D[0, 1] \) too.
Now we can prove that

\[
\lim_{a \to 0} \lim_{n \to \infty} \sup P(\Delta_a(n) > \varepsilon) = 0
\]

for every \( \varepsilon > 0 \). This follows from the inequality

\[
P(\Delta_a(n) > \varepsilon) \leq P(\sup_{0 \leq u \leq a} |\eta_n(u) - \eta_n(v)| > \varepsilon)
\]

and the limit relation

\[
\lim_{a \to 0} \lim_{n \to \infty} P(\sup_{0 \leq u \leq a} |\eta_n(u) - \eta_n(v)| > \varepsilon) = 0.
\]

By Theorem 3 we obtain that if the process \( \{\eta(u), 0 \leq u \leq 1\} \) is separable and if \( Q \) is a real and continuous functional on \( D[0, 1] \) with the metric (19), then

\[
\lim_{n \to \infty} P(Q(\eta_n) \leq x) = P(Q(\eta) \leq x)
\]

in every continuity point of \( P(Q(\eta) \leq x) \).

In Section 39 we have already mentioned some particular cases of (42). In particular, we considered the functionals \( Q(f) = \max_{0 \leq u \leq 1} f(u) \), \( Q(f) = \max_{0 \leq u \leq 1} |f(u)| \), and

\[
Q(f) = \int_0^1 [f(u)]^2 \, du
\]

which are continuous in the metric (18).

Finally, let us consider the following example. Let us suppose that
for each \( n = 1, 2, \ldots \) we have a box which contains \( 2n \) cards of which \( n \) are marked +1 and \( n \) are marked -1. We draw each of the \( 2n \) cards from the box without replacement. Let us suppose that every outcome of this random trial has the same probability. Denote by \( \sigma_n(k) \) the sum of the first \( k \) numbers drawn \( (k = 1, 2, \ldots, 2n) \) and let \( \sigma_n(0) = 0 \). Define

\[
\eta_n(u) = \frac{\sigma_n(2nu)}{\sqrt{2n}}
\]

for \( 0 \leq u < 1 \) and let \( \eta_n(2n) = \sigma_n(2n-1)/\sqrt{2n} \). Then \( \eta_n = \{\eta_n(u), 0 \leq u \leq 1\} \) is a stochastic process whose sample functions belong to \( D[0, 1] \).

Let \( \eta = \{\eta(u), 0 \leq u \leq 1\} \) be a Gaussian stochastic process for which \( \mathbb{E}(\eta(u)) = 0 \) if \( 0 \leq u \leq 1 \) and \( \mathbb{E}(\eta(u)\eta(v)) = \min(u, v) - uv \) if \( 0 \leq u \leq 1 \) and \( 0 \leq v \leq 1 \).

We can easily see that the finite dimensional distribution functions of the process \( \{\eta_n(u), 0 \leq u \leq 1\} \) converge to the finite dimensional distribution functions of the process \( \{\eta(u), 0 \leq u \leq 1\} \) as \( n \to \infty \).

As we mentioned earlier, if we suppose that the process \( \{\eta(u), 0 \leq u \leq 1\} \) is separable then the sample functions are continuous with probability 1.

By using the inequality (40) we can prove that (39) is satisfied in this case too. Thus by Theorem 3 we can conclude that if the process \( \{\eta(u), 0 \leq u \leq 1\} \) is separable and if \( Q \) is a real and continuous functional on \( D[0, 1] \) with the metric (18), then

\[
\lim_{n \to \infty} \mathbb{P}(Q(\eta_n) \leq x) = \mathbb{P}(Q(\eta) \leq x).
\]
For example, if \( Q(f) = \max_{0 \leq u \leq 1} f(u) \), then \( Q \) is continuous in the metric (18) and by (45) we can conclude that

\[
\lim_{n \to \infty} P\{ \max_{0 \leq k \leq n} \sigma_n(k) \leq \sqrt{2n} x \} = P\{ \sup_{0 \leq u \leq 1} \eta(u) \leq x \} .
\]

We already saw that

\[
P\{ \max_{0 \leq k \leq n} \sigma_n(k) \leq c \} = 1 - \frac{(n+1+c)^{2n}}{(2n)^n}
\]

for \( c = 0,1,\ldots, n \). (See formulas (39.71) and (39.172).) If we put \( c = [\sqrt{2n} x] \) in (47) where \( x \geq 0 \) and let \( n \to \infty \), then we obtain that

\[
P\{ \sup_{0 \leq u \leq 1} \eta(u) \leq x \} = 1 - e^{-2x^2}
\]

for \( x \geq 0 \) whenever \( \{\eta(u), 0 \leq u \leq 1\} \) is a separable Gaussian process for which \( \overline{E}\{\eta(u)\} = 0 \) and \( \overline{E}\{\eta(u)\eta(v)\} = \min(u, v) - uv \) \((0 \leq u \leq 1, 0 \leq v \leq 1)\).

We note that if in the last example we define

\[
\eta_n^*(u) = \frac{\sigma_n(2nu) + (2nu - [2nu])\sigma_n(2nu + 1) - \sigma_n(2nu)}{\sqrt{2n}}
\]

for \( 0 \leq u \leq 1 \), then \( \{\eta_n^*(u), 0 \leq u \leq 1\} \) has continuous sample functions, and the finite dimensional distribution functions of the process \( \{\eta_n^*(u), 0 \leq u \leq 1\} \) converge to the finite dimensional distribution functions of the process \( \{\eta(u), 0 \leq u \leq 1\} \).
We can prove that (41) is satisfied for the process $\sim n = \{ \eta^*_n(u) , 0 \leq u \leq 1 \}$. Thus by Theorem 2 we can conclude that if $n = \{ \eta(u) , 0 \leq u \leq 1 \}$ is a separable Gaussian process for which $E\{ \eta(u) \} = 0$ and $E\{ \eta(u)\eta(v) \} = \min(u, v) - uv$ ($0 \leq u \leq 1$, $0 \leq v \leq 1$) and if $Q$ is a real continuous functional on $C[0, 1]$ with the metric $\rho$, then

$$\lim_{n \to \infty} P\{Q(\sim n^*) \leq x\} = P\{Q(n) \leq x\}$$

in every continuity point of $P\{Q(n) \leq x\}$.

If, in particular, $Q(f) = \max f(u)$, then $Q$ is continuous on $C[0, 1]$ and (50) reduces to (46).

We shall close this section by giving a brief account of the historical development of the subject of weak convergence of stochastic processes.

The problem of weak convergence of stochastic processes goes back to 1900 when L. Bachelier [481] approximated a Brownian motion process $\{ \xi(u) , 0 \leq u \leq \infty \}$ by a sequence of random walk processes and found the probability $P\{ \sup_{0 \leq u \leq t} \xi(u) \leq x\}$.

The general problem of finding conditions for the validity of (2) has received considerable attention.

In the case where the process $\sim n = \{ \xi_n(u) , 0 \leq u \leq t \}$ is defined as suitably normalized sums of mutually independent random variables and $\xi = \{ \xi(u) , 0 \leq u \leq t \}$ is a Brownian motion process, the limit theorem (2)
was proved for various functionals \( Q \) in 1931 by A. N. Kolmogorov \([511]\), \([512]\) and in 1946 by P. Erdős and M. Kac \([502]\), \([503]\). Their results were extended in 1951 by M. D. Donsker \([494]\). Several results are mentioned in Section 45 for the applications of Donsker's theorem. Theorem 2 was found in 1953 by Yu. V. Prochorov \([522]\), \([523]\). See also A.N. Kolmogorov and Yu. V. Prochorov \([514]\).

In 1949 J. L. Doob \([328]\) considered the case where \( \xi_n \) is defined by (37) and \( \xi \) is defined by (38) and \( Q = \sup_{0 \leq u \leq 1} |f(u)| \). Doob's heuristic results were justified in 1952 by M. D. Donsker \([495]\).

In 1955 A. V. Skorokhod \([535]\) proved Theorem 3 for stochastic processes with independent increments and in 1956 A. V. Skorokhod \([537]\) proved Theorem 3 in the general case.

Further extensions of the results given in this section can be found in the references at the end of this chapter.
53. Problems

53.1. Let \( \{v(t), 0 \leq t < \infty \} \) be a recurrent process with mean recurrence time \( a \) where \( a \) is a finite positive number. Prove that

\[
P\left( \lim_{t \to \infty} \frac{v(t)}{t} = \frac{1}{a} \right) = 1.
\]

(See J. L. Doob [199].)

53.2. Let \( \xi_1 \) and \( \xi_2 \) be independent random variables for which

\[
P(\xi_1 + \xi_2 = k) = e^{-a} \frac{a^k}{k!} \quad (k = 0, 1, \ldots).
\]

Prove that there exists a constant \( c \) such that \( \xi_1 + c \) and \( \xi_2 - c \) both have a Poisson distribution. (See D. A. Raikov [157].)

53.3. Let \( \{v(u), 0 \leq u < \infty \} \) be a Poisson process of density \( \lambda \).

Prove that

\[
P(\sim v(1) = 1 \text{ for } k \text{ values } i = 1, 2, \ldots, n | v(n) = n) = \frac{n!k}{(n-k)!} \frac{\lambda^{n-k} e^{-\lambda}}{n^{k+1}}
\]

for \( k = 1, 2, \ldots, n \).

53.4. Let \( \{v(t), 0 \leq t < \infty \} \) be a recurrent process where the recurrence times \( \theta_k \) \( (k = 1, 2, \ldots) \) have the distribution function

\[
F(x) = \begin{cases} 
1 - \frac{1}{x(\log x)^2} & \text{for } x \geq e, \\
0 & \text{for } x < e.
\end{cases}
\]

Determine the asymptotic distribution of \( v(t) \) as \( t \to \infty \).
53.5. Let \( \xi_1, \xi_2, \ldots, \xi_n, \ldots \) be mutually independent and identically distributed random variables having the same stable distribution function of type \( S(a, b, c, 0) \) where \( a \neq 1, c > 0 \). Let \( \xi_n = \xi_1 + \xi_2 + \ldots + \xi_n \) for \( n = 1, 2, \ldots \) and \( \xi_0 = 0 \). Denote by \( \tau_1, \tau_2, \ldots, \tau_k, \ldots \) the successive ladder indices in the sequence \( \xi_0, \xi_1, \ldots, \xi_n, \ldots \), that is, \( \tau_1 \) is the smallest \( n = 1, 2, \ldots \) for which \( \xi_n > \xi_0 \), \( \tau_2 \) is the smallest \( n = 2, 3, \ldots \) for which \( \xi_n > \xi_{\tau_1} \) and so on. Then \( \tau_1, \tau_2 - \tau_1, \tau_3 - \tau_2, \ldots \) is a sequence of mutually independent and identically distributed random variables taking on positive integers only. Define \( v(t) \) for \( t \geq 0 \) as a discrete random variable taking on nonnegative integers only and satisfying the relation \( \{v(t) \geq k\} = \{\tau_k \leq t\} \) for all \( t \geq 0 \) and \( k = 0, 1, 2, \ldots \). Then \( \{v(t), 0 \leq t < \infty\} \) is a recurrent process. Determine the asymptotic distribution of \( v(t) \) as \( t \to \infty \).

53.6. Find the asymptotic distribution of \( \tau_n \) as \( n \to \infty \) in Problem 53.5.
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