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Abstract. In [AdHR21] models from population genetics were used to define stochastic dynamics in the space of graphons arising as continuum limits of dense graphs. In the present paper we exhibit an example of a simple neutral population genetics model for which this dynamics is a Markovian diffusion that can be characterised as the solution of a martingale problem. In particular, we consider a Markov chain in the space of finite graphs that resembles a Moran model with resampling and mutation. We encode the finite graphs as graphemes, which can be represented as a triple consisting of a vertex set, an adjacency matrix and a sampling measure. We equip the space of graphons with convergence of sample subgraph densities and show that the grapheme-valued Markov chain converges to a grapheme-valued diffusion as the number of vertices goes to infinity. We show that the grapheme-valued diffusion has a stationary distribution that is linked to the Poisson-Dirichlet distribution. In a companion paper [GdHKW23] we build up a general theory for obtaining grapheme-valued diffusions via genealogies of models in population genetics.
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1. Introduction and background

In [AdHR21], stochastic processes with values in the space of graphons where constructed based on dynamics from population genetics. Even though this paper provided a large class of examples, intended as a proof of concept, no general theory was developed and consequently many structural questions remained open. For instance, it was not clear whether or not the examples that were constructed are strong Markov processes that can be described by a generator acting on a dense class of test functions on the graphon space. Moreover, all the examples had trivial equilibria concentrated on constant graphons.

The goal of the present paper is to give an example, based on resampling and mutation, to construct a graphon-valued diffusion via a well-posed martingale problem. To do so, we equip the space of graphons with convergence of subgraph densities, which can be viewed as a sample adjacency distribution. This follows approaches of sample convergence of distance matrices ([GPW09], [LVW15]) and shapes ([LMW20], [LW21]) used in the context of random trees.

We start with finite Markov chains (graph-valued, with values in the space of adjacency matrices) and provide a duality relation for a finite-graph-valued Markovian dynamics that can be lifted to a limiting graphon-valued Markovian dynamics. We show that the limiting dynamics takes place in the subspace of graphemes, which are countable graphs embedded in a Polish space that can be viewed as graphs with an adjacency structure. We use a criterion to decide whether or not a graphon is a grapheme in terms of the entropy of the sample adjacency distribution, and apply this criterion to come up with a criterion for relative compactness. Since the finite-graph-valued dynamics moves through the space of finite graphs with complete components, we introduce the subspace of complete component graphons and show that it is a closed subspace of the space of graphons. The limiting diffusion is introduced by means of a martingale problem. We consider so-called sample adjacency polynomials, which describe the subtree count densities, and use these as test functions to write down a well-posed martingale problem. We verify that the limit of the stationary distribution of the finite-graph-valued dynamics is the stationary distribution of the graphon-valued dynamics.

In a companion paper [GdHKW23], we build up a general theory for obtaining grapheme-valued diffusions via genealogies of models in population genetics. Like in [AdHR21], we exploit the machinery developed for models from population dynamics, but we add the idea to also exploit the tree structure behind the genealogy of populations, which is both natural and convenient. The specific model analysed in the present paper serves as an illustration.

The rest of the paper is structured as follows. In Section 2, we introduce the poaching model with self-employment, which is our finite-graph-valued Markov chain with a fixed vertex set. To be able to evaluate this dynamics with test functions inducing our notion of convergence, we translate it to a Markov chain taking values in the adjacency matrices. In order to establish the stationary distribution, we further relate our model to a Moran model with mutation. In Section 3, we recall the notion of a graphon, provide examples, and discuss several topological issues that we will further use. In particular, we introduce the subspace of graphemes and graphs with complete graph components. In Section 4, we formulate the martingale problem of the diffusion limit as the number of vertices goes to infinity and study its properties.
2. Finite-state Markov chains

In this section, we consider three closely related Markov chains. In Subsection 2.1, we consider a Markov chain on the space of finite graphs with a fixed number of vertices. In Subsection 2.2, we consider the functional of this Markov chain that observes the dynamics of the adjacency matrix. In Subsection 2.3, we link the two Markov chains to the Moran model with mutation.

2.1. The Markov chain with values in the space of finite graphs. By an $N$-graph, we mean an undirected labelled graph $G = (V,E)$ with $\#V = N$ vertices, labelled by the index set $[N] := \{1, 2, \ldots, N\}$. We write

\[
\mathcal{G}^N := \text{the space of } N\text{-graphs.}
\]

We introduce the $N$-graph poaching model with self-employment, i.e., the following continuous-time Markov chain $X = (X_t)_{t \geq 0}$ on the space $\mathcal{G}^N$ of $N$-graphs:

- **Poaching.** For each pair $(v, v') \in V^2$, at rate 1, the vertex $v$ forces the vertex $v'$ to give up all its connections and instead reconnect with the vertex $v$ as well as with all its adjacent vertices, i.e., with all $v'' \in V$ such that $\{v, v''\} \in E$.

- **Self-employment.** For each vertex $v \in V$, at rate $\mu \geq 0$, the vertex $v$ isolates itself by disconnecting from all other vertices.

For this Markov chain, the infinitesimal generator $\Omega^N_{\text{graph}}$ acts on a function $f: \mathcal{G}^N \rightarrow \mathbb{R}$ as follows: for all $G = (V,E)$,

\[
(\Omega^N_{\text{graph}} f)(G) = \sum_{v_1 \neq v_2 \in V} \left[ f(G^{(v_1,v_2)}) - f(G) \right] + \mu \sum_{v \in V} \left[ f(G^v) - f(G) \right],
\]

where $G^{(v_1,v_2)}$ denotes the $N$-graph $G$ after vertex $v_2$ was poached by vertex $v_1$, and $G^v$ denotes the $N$-graph $G$ after the vertex $v$ became self-employed.

Denote by $\mathcal{G}_{\text{complete}}^N$ the subspace of $\mathcal{G}^N$ consisting of graphs whose connected components are all complete, i.e.,

\[
\mathcal{G}_{\text{complete}}^N := \{ G = (V,E) \in \mathcal{G}^N : \{v_2, v_3\} \in E \text{ if } \{v_1, v_2\}, \{v_1, v_3\} \in E, \}
\]

\[
\{v_2, v_3\} \not\in E \text{ if } \{v_1, v_2\}, \{v_1, v_3\} \not\in E \}. \tag{2.3}
\]

Note that any $G \not\in \mathcal{G}_{\text{complete}}^N$ is a transient state of $X$. Moreover, on $\mathcal{G}_{\text{complete}}^N$ the Markov chain is irreducible. Therefore, the Markov chain converges, for all initial $N$-graphs, to the unique stationary distribution $\pi^N_{\text{graph}}$ that is supported on $\mathcal{G}_{\text{complete}}^N$.

To describe $\pi^N_{\text{graph}}$, for each $G = (V,E) \in \mathcal{G}^N$, let two vertices fall into the same connected component if and only if their labels belong to the same partition element. Define

\[
\text{Comp}(G) := \text{set of connected components of } G,
\]

and consider the map $g: \mathcal{G}^N \rightarrow \mathcal{N}_N(\mathbb{N})$ given by

\[
g(G) := \sum_{\varpi \in \text{Comp}(G)} \delta_{\#\varpi}, \tag{2.5}
\]

where $\mathcal{N}_N(\mathbb{N})$ is the set of integer-valued measures $\nu$ on $\mathbb{N}$ with $\sum_{k \in \mathbb{N}} k\nu(k) = N$. 

Proposition 2.1 (Stationary distribution and ergodicity). For $N \in \mathbb{N}$ and $G \in \mathbb{G}^N$, define
\begin{equation}
\pi^N_{\text{graph}}(G) := \prod_{j=1}^{N} \frac{\mu^j(G)(j)}{\mu + (j - 1)} 1_{\mathbb{G}^N_{\text{graph}}}(G).
\end{equation}

Then, for all initial states $G \in \mathbb{G}^N$,
\begin{equation}
\mathcal{L}_G(X^N_t) \Rightarrow \pi^N_{\text{graph}}.
\end{equation}

Later on, we declare two $N$-graphs $G = (V, E)$ and $G' = (V', E')$ to be equivalent if and only if they are isomorphic to each other, i.e., if there is a one-to-one map $\gamma : V \to V'$ such that $\{v, w\} \in E$ if and only if $\{\gamma(v), \gamma(w)\} \in E'$. If $G = (V, E)$ and $G' = (V', E')$ are equivalent, we write $G \sim G'$, and let
\begin{equation}
\left[ G \right] := \{ G' \in \mathbb{G}^N : G \sim G' \}.
\end{equation}

Obviously, if $G \in \mathbb{G}^N_{\text{complete}^*}$, then $G' \in \left[ G \right]$ if and only of $g(G) = g(G')$. Moreover, if $G \in \mathbb{G}^N_{\text{complete}^*}$, then
\begin{equation}
\# \left[ G \right] = \prod_{j=1}^{N} \frac{(j!)^{g(G)(j)-1}(g(G)(j))!}{\mu^j(G)(j)!(\mu + (j - 1))}. \tag{2.10}
\end{equation}

Definition 2.2 (Multivariate Ewens Distribution $N$-graph). Fix $N \in \mathbb{N}$. We refer to a random element $G^N_{\text{MED}}$ in $\mathbb{G}^N_{\text{complete}^*}$ as the multivariate Ewens distribution (MED) $N$-graph if
\begin{equation}
P(g(G^N_{\text{MED}}) = \nu) = \pi^N_{\text{MED}}(\nu), \tag{2.11}
\end{equation}

where $\pi^N_{\text{MED}}$ denotes the multivariate Ewens distribution on $\mathcal{N}^N(\mathbb{N})$ given by
\begin{equation}
\pi^N_{\text{MED}}(\nu) = \frac{N!}{\mu(\mu + 1) \cdots (\mu + N - 1)} \prod_{j=1}^{N} \frac{\mu^{\nu(j)}}{j^{\nu(j)}(\nu(j))!}. \tag{2.12}
\end{equation}

The MED was introduced in [Ewe72] (compare also with [DT86]), and gives the probability of the partition of a sample of $N$ selectively equivalent genes into a number of different gene types (alleles), either exactly in some models of genetic evolution or as a limiting distribution (as the population size tends to infinity) in others. It was discovered independently in [Ant74] in the context of Bayesian statistics. See [JKB97, Chapter 41] for a survey on the MED.

We claim that MED-$N$-graphs are the unique stationary random graphs for the poaching model with self-employment lifted to $\mathbb{G}^N_{\text{complete}^*}$.

Proposition 2.3 (Ergodicity). Let $G^N_{\text{MED}}$ be the MED $N$-graph, and $X^N = (X^N_t)_{t \geq 0}$ be the $\mathbb{G}^N$-valued Markov chain with poaching and self-employment. Then, for all initial states $G \in \mathbb{G}^N$,
\begin{equation}
\mathcal{L}_G([X^N_t]) \Rightarrow \mathcal{L}([G^N_{\text{MED}}]). \tag{2.13}
\end{equation}
From Proposition 2.3 we obtain the following (see, for example, [JKB97]).

**Corollary 2.4 (Properties of the equilibrium graph).** Let \( \{ \xi_i, i \in \mathbb{N} \} \) be a family of independent Bernoulli random variables with \( \mathbb{P}(\xi_i = 1) = 1 - \mathbb{P}(\xi_i = 0) = (1 + \frac{i-1}{\mu})^{-1} \). Then,

\[
\mathcal{L}(\#\text{Comp}(G_{\text{MED}}^N)) = \mathcal{L}\left( \sum_{i=1}^{N} \xi_i \right).
\]

The appearance of the MED is not by accident: the graph dynamics with poaching and self-employment is closely related to one of the simplest neutral stationary population models. We will introduce this model in Subsection 2.3, where we also provide the proof of Proposition 2.3.

### 2.2. The Markov chain with values in the space of adjacency matrices.

In this subsection, we introduce a second Markov chain, taking values in the space of adjacency matrices, that in some sense also describes the graph dynamics with poaching and self-employment.

**Definition 2.5 (Adjacency matrix).** For a finite subset \( \Xi \subset \mathbb{N} \), we call a symmetric \( \Xi \times \Xi \)-matrix \( A = (A_{i,j})_{i,j \in \Xi} \) an adjacency matrix on \( \Xi \) if \( A_{i,j} \in \{0,1\} \) and \( A_{i,i} = 0 \) for all \( i, j \in \Xi \). We let

\[
A_\Xi := \text{the space of all adjacency matrices on } \Xi,
\]

and

\[
A_N := \bigcup_{\Xi \subseteq [N]} A_\Xi
\]

the space of all adjacency matrices on a finite subset of \([N]\).

For \( N \in \mathbb{N} \) and \( \Xi \subseteq [N] \), we are interested in the \( A_\Xi \)-valued Markov chain \( M^\Xi = (M^\Xi_t)_{t \geq 0} \) that, given the current state \( A \in A_\Xi \), has the following dynamics:

- **Duplication.** For all \( i \neq j \in \Xi \), at rate 1 \( A \) is replaced by \( \sigma_{i,j}(A) \in A_\Xi \), where

\[
(\sigma_{i,j}(A))_{k,l} := \begin{cases} 
A_{k,l}, & \text{if } j \notin \{k,l\}, \\
A_{i,l} + \delta_{i,l}, & \text{if } j = k, \\
A_{k,i} + \delta_{k,i}, & \text{if } j = l.
\end{cases}
\]

- **Grounding.** For all \( i \in \Xi \), at rate \( \mu \geq 0 \) \( A \) is replaced by \( 0_i(A) \in A_\Xi \), where

\[
(0_i(A))_{k,l} := \begin{cases} 
A_{k,l}, & \text{if } i \notin \{k,l\}, \\
0, & \text{if } i \in \{k,l\}.
\end{cases}
\]

In what follows, we will refer to this Markov chain as the *duplication model with grounding*. The infinitesimal generator \( \Omega^\Xi_{\text{adjacency}} \) of this Markov chain is the operator acting on a function \( \phi: A_\Xi \to \mathbb{R} \) as follows: for all \( A \in A_\Xi \),

\[
(\Omega^\Xi_{\text{adjacency}} \phi)(A) = \sum_{i \neq j \in \Xi} \left[ \phi(\sigma_{i,j}(A)) - \phi(A) \right] + \mu \sum_{i \in \Xi} \left[ \phi(0_i(A)) - \phi(A) \right].
\]

For an \( N \)-graph \( G = (V,E) \in \mathcal{G}^N \), a subset \( \Xi \subseteq [N] \), and a vector \( (x_1, \ldots, x_{\#\Xi}) \in V^\Xi \) with distinct entries, write

\[
\text{adj}(x_1, \ldots, x_{\#\Xi}) := \left(1_E(\{x_i,x_j\})\right)_{i,j \in \Xi}
\]
for the adjacency matrix on $\Xi$ generated by the vector $(x_1, \ldots, x_\Xi) \in V^\Xi$. Note that the $\mathfrak{A}_{[N]}$-valued duplication model with grounding is linked with the $G_N$-valued poaching model with self-employment as follows: if $f: G^N \to \mathbb{R}$ has the form $f(G) = \phi \circ \text{adj}((v(1), \ldots, v(N)))$ for $G = (V, E)$ and some ordering $(v(1), \ldots, v(N))$ of $V$, then
\begin{equation}
\mathcal{L}_G\left(\left(f(X^N_t)\right)_{t \geq 0}\right) = \mathcal{L}_{\text{adj}((v(1),\ldots,v(N)))}\left(\left(\phi(M^N_t)\right)_{t \geq 0}\right).
\end{equation}

The main goal of the present paper is to show that the poaching model with self-employment converges to a diffusion with values in the space of continuum limits of finite graphs. The corresponding notion of convergence will be introduced in Section 3 and relies on the convergence of densities of finite subgraphs. We are particularly interested in the dynamics of these subgraph densities. Subgraph densities are given by the probability that the subgraph spanned by a sample of vertices agrees with a given graph of the prescribed sample size. They are captured by test functions of the form
\begin{equation}
\Phi^{\Xi,A}(G) := \frac{(N - k)!}{N!} \sum_{(x_1, \ldots, x_\Xi) \in V^\Xi, \#\{x_1, x_2, \ldots, x_k\} = \#\Xi} 1_A\left(\text{adj}((x_1, \ldots, x_\Xi))\right),
\end{equation}
where $\Xi \subseteq [N]$ and $A \in \mathfrak{A}_\Xi$. We refer to $\Phi^{[k],A}(G)$ as the density of the $k$-graph with $A \in \mathfrak{A}_{[k]}$ within the $N$-graph $G = (V, E)$.

A simple consequence of (2.21) is the following.

**Lemma 2.6** (Generator action on subgraph densities). Let $G = (V, E)$, $N \in \mathbb{N}$, $\Xi \subseteq [N]$ and $A \in \mathfrak{A}_\Xi$. Then,
\begin{equation}
(\Omega^N_{\text{graph}} \Phi^{\Xi,A})(G) = \frac{(N - k)!}{N!} \sum_{\Xi \subseteq [N], \#(x_1, \ldots, x_\Xi) = \#\Xi} \Omega^{\Xi}_{\text{adjacency}} 1_A\left(\text{adj}(\Xi)\right).
\end{equation}

Lemma 2.6 allows us to express the action of the generator of the $N$-graph-valued poaching with self-employment model on subgraph densities as follows.

**Proposition 2.7** (Graph dynamics acting on subgraph densities). Let $N \in \mathbb{N}$, $\Xi \subseteq [N]$ and $A \in \mathfrak{A}_\Xi$. Then, for $G = (V, E)$,
\begin{equation}
(\Omega^N_{\text{graph}} \Phi^{\Xi,A})(G) = \sum_{i \neq j \in \Xi} \left[ 1_A\{A_{j,l} = A_{i,l} + \delta_{i,l}, \ \forall \ell \in \Xi \setminus \{j\}\} \Phi^{\Xi \setminus \{j\}, \vartheta_j(A)}(G) - \Phi^{\Xi,A}(G) \right] + \mu \sum_{j \in \Xi} \left[ 1_A\{A_{j,l} = 0, \ \forall \ell \in \Xi\} \Phi^{\Xi \setminus \{j\}, \vartheta_j(A)}(G) - \Phi^{\Xi,A}(G) \right],
\end{equation}
where $\vartheta_j(A) = (A_{k,l})_{k,l \in \Xi \setminus \{j\}}$ is the adjacency matrix $A$ on $\Xi$ with the entries in the $j$th row and column erased.
Proof. Let $G = (V, E)$, $N \in \mathbb{N}$, $\Xi \subseteq [N]$, $\underline{x} = (x_1, \ldots, x_{\#\Xi}) \in V^\Xi$ with distinct entries, and $A \in \mathcal{A}_\Xi$. Then,

$$
(\Omega^N_{\text{adjacency}} 1_A)(\text{adj}(\underline{x})) = \sum_{i \neq j \in \Xi} \left[ 1_A(\sigma_{i,j}(\text{adj}(\underline{x}))) - 1_A(\text{adj}(\underline{x})) \right] + \mu \sum_{i \in \Xi} \left[ 1_A(0_i(\text{adj}(\underline{x}))) - 1_A(\text{adj}(\underline{x})) \right]
$$

(2.25)

$$
= \sum_{i \neq j \in \Xi} \left[ 1\{A_{i,j} = A_{l,i} + \delta_{l,i} \forall l \in \Xi \setminus \{j\}\} 1_{\vartheta_i(A)}(\vartheta_j(\text{adj}(\underline{x}))) - 1_A(\text{adj}(\underline{x})) \right]
$$

$$
+ \mu \sum_{i \in \Xi} \left[ 1\{A_{i,i} = 0, \forall l \in \Xi\} 1_{\vartheta_i(A)}(\vartheta_i(\text{adj}(\underline{x}))) - 1_A(\text{adj}(\underline{x})) \right].
$$

Here we use that $\sigma_{i,j}(B) = A$ if and only if $\vartheta_j(B) = \vartheta_j(A)$ and $A_{l,i} = A_{l,i} + \delta_{l,i}$ for all $l \in \Xi \setminus \{j\}$, and that $0_i(B) = A$ if and only if $\vartheta_i(B) = \vartheta_i(A)$ and $A_{k,i} = 0$ for all $i \in \Xi$. Averaging the latter relation over all $\#\Xi$-element subsets of $V$, we get the claim. □

We close this subsection with a duality relation which, due to the special algebraic form of the generator as stated in Lemma 2.6, can later be lifted to a duality relation for the limiting diffusion we want to construct. To consider the time-reversed Markov chain, we fix $N \in \mathbb{N}$, denote by $q_A$ the rate at which the $\mathcal{A}_N$-valued Markov chains forward and backward in time, respectively. Then, for all $\tilde{A}, A \in \mathcal{A}_N$,

$$
\tilde{q}_{\tilde{A}, A} := q_A, \quad \tilde{A}, A \in \mathcal{A}_N.
$$

(2.26)

We can again characterise the backward chain analytically through its generator $\tilde{\Omega}^N_{\text{adjacency}}$ acting on functions $\phi: \mathcal{A}_N \rightarrow \mathbb{R}$ as follows:

$$
\tilde{\Omega}^N_{\text{adjacency}} \phi(A) = \sum_{\tilde{A} \in \mathcal{A}_N} \tilde{q}_{\tilde{A}, A} [\phi(\tilde{A}) - \phi(A)].
$$

(2.27)

As observed and exploited in [Sei15], if the state space of a Markov chain is finite, then there is a Feynman-Kac duality relation to the time-reversed Markov chain, with the duality function given by

$$
H(\tilde{A}, A) := 1\{\tilde{A} = A\}, \quad \tilde{A}, A \in \mathcal{A}_N,
$$

(2.28)

and with the potential being the difference of the total rates in the backward and forward time Markov chain, i.e.,

$$
\beta^\mu_N(A) := \sum_{\tilde{A} \in \mathcal{A}_N} \left[ \tilde{q}_{\tilde{A}, A} - q_A \right]
$$

(2.29)

$$
= [N(N - 1) - \#\{1 \leq i \neq j \leq N: A_{j,k} = A_{i,k} + \delta_{i,k} \forall k \in [N]\}]
$$

$$
+ \mu \left( N - \#\{i \in [N]: A_{k,i} = 0 \forall k \in [N]\} \right).
$$

Proposition 2.8 (Feynman-Kac duality). Let $M = (M_t)_{t \geq 0}$ and $\tilde{M} = (\tilde{M}_t)_{t \geq 0}$ be the above $\mathcal{A}_N$-valued Markov chains forward and backward in time, respectively. Then, for all $\tilde{A}, A \in \mathcal{A}_N$,

$$
P_A(M_t = \tilde{A}) = E_{\tilde{A}} \left[ 1_A(\tilde{M}_t) \exp \left( \int_0^t \beta^\mu_N(\tilde{M}_s) \, ds \right) \right].
$$

(2.30)
2.3. The Moran model with mutation. Let $\mathbb{K} := [0, 1]$ and $N \in \mathbb{N}$. An element $(x_1, \ldots, x_N) \in \mathbb{K}^N$ is referred to as an $N$-population with genetic types in $\mathbb{K} = [0, 1]$. In this subsection, we consider one of the simplest selectively neutral $\mathbb{K}^N$-valued Markov chains $Y = (Y_t)_{t \geq 0}$. Given the current $N$-population $(x_1, \ldots, x_N)$, the evolution of $Y$ is given by:

- **Resampling.** For each pair $i, j \in [N]$ with $i < j$, at rate 1, the $j$th individual is pushed out of the population and is replaced by a clone of the $i$th individual.
- **Mutation.** For each $i \in [N]$, at rate $\mu \geq 0$, the genetic type of the $i$th individual is replaced by a new type uniformly sampled from $\mathbb{K}$.

The infinitesimal generator $\Omega^N_{WF\text{mut}} \in \mathbb{R}$ of this Markov chain acts on bounded continuous functions $f : \mathbb{K}^N \rightarrow \mathbb{R}$ as follows: for all $\bar{x} \in \mathbb{K}^N$,

$$
(\Omega^N_{WF\text{mut}} f)(\bar{x}) = \sum_{1 \leq i < j \leq N} \left[ f(\theta_{i,j}(\bar{x})) - f(\bar{x}) \right] + \mu \sum_{i=1}^N \int_0^1 \left[ f(\kappa_i^y(\bar{x})) - f(\bar{x}) \right] dy,
$$

where, for each $i, j \in [N]$ with $i \neq j$, $\theta_{i,j}$ denotes the replacement operator that sends the $N$-population $\bar{x} \in \mathbb{K}^N$ to the $N$-population $\theta_{i,j}(\bar{x}) \in \mathbb{K}^N$ such that, for all $k \in [N]$,

$$
(\theta_{i,j}(\bar{x}))_k := \begin{cases} 
  x_k, & \text{if } k \neq j, \\
  x_i, & \text{if } k = j,
\end{cases}
$$

and, for $i \in [N]$ and $y \in \mathbb{K}$, $\kappa_i^y$ denotes the mutation operator that sends the $N$-population $\bar{x} \in \mathbb{K}^N$ to the $N$-population $\kappa_i^y(\bar{x}) \in \mathbb{K}^N$ such that, for all $k \in [N]$,

$$
(\kappa_i^y(\bar{x}))_k := \begin{cases} 
  x_k, & \text{if } k \neq i, \\
  y, & \text{if } k = j.
\end{cases}
$$
We rely on the resampling model with mutation to provide a proof of Proposition 2.3. For that, recall that $\mathcal{N}^N(N)$ denotes the set of integer-valued measures $\nu$ on $\mathbb{N}$ with $\sum_{k \in \mathbb{N}} k\nu(k) = N$, and consider the function $h: \mathbb{K}^N \rightarrow \mathcal{N}^N(N_0)$ that evaluates for an $N$-population the frequency spectrum of types in the population, i.e., for $\underline{x} \in \mathbb{K}^N$,

$$h((x_1, \ldots, x_N)) := \sum_{y \in \{x_1, \ldots, x_N\}} \delta_{\#\{i \in [N]: x_i = y\}} \in \mathcal{N}(N).$$

Lemma 2.9 (Frequency spectrum dynamics). Let $Z := (Z_t)_{t \geq 0}$ be given by $Z_t := h(Y_t)$. Then $Z$ is an $\mathcal{N}^N(N)$-valued Markov chain whose generator $\Omega_{\text{frequency}}^N$ acts on functions $F: \mathcal{N}^N(N) \rightarrow \mathbb{R}$ as follows:

$$\begin{align*}
(\Omega_{\text{frequency}}^N F)(\nu) &= \sum_{k_1=1}^{N-1} k_1\nu(k_1)k_2(\nu(k_2) - \delta_{k_1,k_2}) \left[ F(\nu - \delta_{k_1} - \delta_{k_2} + \delta_{k_1+1} + \delta_{k_2-1}) - F(\nu) \right] \\
&\quad + \sum_{k_1=1}^{N-1} k_1\nu(k_1)(\nu(1) - \delta_{k_1,1}) \left[ F(\nu - \delta_{k_1} - \delta_1 + \delta_{k_1+1}) - F(\nu) \right] \\
&\quad + \mu \sum_{k=2}^{N} k\nu(k) \left[ F(\nu - \delta_k + \delta_1 + \delta_{k-1}) - F(\nu) \right].
\end{align*}$$

Proof. For all $F: \mathcal{N}^N(N) \rightarrow \mathbb{R}$,

$$\begin{align*}
(\Omega_{\text{WFmut}}^N F \circ h)((x_1, \ldots, x_N)) &= \sum_{1 \leq i \neq j \leq N} \left[ F \circ h(\theta_{i,j}(\underline{x})) - F \circ h(\underline{x}) \right] \\
&\quad + \mu \sum_{i=1}^{N} \int_{0}^{1} \left[ F \circ h(\kappa_{i}^y(\underline{x})) - F \circ h(\underline{x}) \right] dy \\
&= \sum_{k_1=1}^{N-1} \sum_{k_2=2}^{N} k_1\nu(k_1)k_2(\nu(k_2) - \delta_{k_1,k_2}) \left[ F(h(\underline{x}) - \delta_{k_1} - \delta_{k_2} + \delta_{k_1+1} + \delta_{k_2-1}) - F(h(\underline{x})) \right] \\
&\quad + \sum_{k_1=1}^{N-1} k_1\nu(k_1)(\nu(1) - \delta_{k_1,1}) \left[ F(h(\underline{x}) - \delta_{k_1} - \delta_1 + \delta_{k_1+1}) - F(h(\underline{x})) \right] \\
&\quad + \mu \sum_{k=2}^{N} k\nu(k_0) \left[ F(h(\underline{x}) - \delta_{k_0} + \delta_1) - F(h(\underline{x})) \right].
\end{align*}$$

As $h: \mathbb{K}^N \rightarrow \mathcal{N}^N(N)$ is surjective, the claim follows. \hfill \square

Recall the MED-$N$-graph from Definition 2.2. The next lemma states that the MED distribution is invariant under the dynamics of the frequency spectrum under the resampling model with mutation. We believe this fact to be known, but were unable to find a reference in the literature and therefore provide a proof here.

Lemma 2.10 (Frequency spectrum of the resampling model with mutation). The multivariate Ewens distribution $\tau^N_{\text{MED}}$ is the unique stationary distribution.
Moreover, for all $\nu \in \mathcal{N}_N(\mathbb{N})$, once more denote by $q(\bar{\nu}, \nu)$ the rate to jump from $\bar{\nu}$ to $\nu$, and put $\bar{q}(\nu) := \sum_{\nu' \in \mathcal{N}_N(\mathbb{N})} q(\nu, \nu')$ for the total rate to jump away from $\nu$. We start by showing that $\pi_{\text{MED}}^N$ is indeed a stationary distribution, i.e., for all $\nu \in \mathcal{N}_N(\mathbb{N})$,

\begin{equation}
\sum_{\bar{\nu} \in \mathcal{N}_N(\mathbb{N})} \pi_{\text{MED}}^N(\bar{\nu}) q(\bar{\nu}, \nu) = \bar{q}(\nu) \pi_{\text{MED}}^N(\nu).
\end{equation}

Note that

\begin{equation}
q(\bar{\nu}, \nu) = \begin{cases}
    k_0 \bar{\nu}(k_0), & \text{if } \nu = \bar{\nu} - \delta_{k_0} + \delta_1 + \delta_{k_0-1}, \text{ for } k_0 \in [N] \setminus \{1\} \\
    k_1 \bar{\nu}(k_1)k_2(\bar{\nu}(k_2) - \delta_{k_1,k_2}), & \text{if } \nu = \bar{\nu} - \delta_{k_2} - \delta_{k_1} + \delta_{k_1+1} + \delta_{k_2-1}, \\
    k_1 \bar{\nu}(k_1)(\bar{\nu}(1) - \delta_{k_1,1}), & \text{if } \nu = \bar{\nu} - \delta_1 - \delta_{k_1} + \delta_{k_1+1}, \text{ for } k_1 \in \{N-1\}, \\
    0, & \text{else};
\end{cases}
\end{equation}

or, equivalently,

\begin{equation}
q(\bar{\nu}, \nu) = \begin{cases}
    \mu k_0 (\nu(k_0) + 1), & \text{if } \nu = \bar{\nu} - \delta_{k_0} + \delta_1 + \delta_{k_0-1}, \text{ for } k_0 \in [N] \setminus \{1\} \\
    k_1 (\nu(k_1) + 1 + \delta_{k_1,k_2} - \delta_{k_1+1,k_2}), & \text{if } \nu = \bar{\nu} - \delta_{k_2} - \delta_{k_1} + \delta_{k_1+1} + \delta_{k_2-1}, \\
    k_1 (\nu(k_1) + 1 + \delta_{k_1,1}) (\nu(1) + 1), & \text{if } \nu = \bar{\nu} - \delta_1 - \delta_{k_1} + \delta_{k_1+1}, \text{ for } k_1 \in \{N-1\}, \\
    0, & \text{else}.
\end{cases}
\end{equation}

Moreover, for all $\nu \in \mathcal{N}_N(\mathbb{N})$,

\begin{equation}
\bar{q}_\nu = \sum_{k_0=2}^{N} q_{\nu,\nu-\delta_{k_0}+\delta_1+\delta_{k_0-1}} + \sum_{k_1=1}^{N-1} \sum_{k_2=2}^{N} q_{\nu,\nu-\delta_{k_1}-\delta_{k_2}+\delta_{k_1+1}+\delta_{k_2-1}} + \sum_{k_1=1}^{N-1} q_{\nu,\nu-\delta_{k_1}-\delta_1+\delta_{k_1+1}}.
\end{equation}

Thus,

\begin{equation}
\bar{q}_\nu = \mu(\nu(1) + \sum_{k_1=1}^{N-1} k_1 \nu(k_1)) + \sum_{k_2=2, k_2 \neq k_1}^{N} k_2 \nu(k_2) + \sum_{k_1=1}^{N-1} (k_1)^2 \nu(k_1)(\nu(k_1) - 1) + \nu(1) N \mathbf{1}_{\{\nu(N) = 0\}} - \nu(1)(\nu(1) - 1)
\end{equation}

\begin{equation}
= \mu(\nu(1)) + \sum_{k_1=1}^{N-1} \nu(k_1) - k_1 \nu(k_1) + \nu(1) \delta_{k_1,1} + \sum_{k_1=1}^{N-1} (k_1)^2 \nu(k_1)(\nu(k_1) - 1) + \nu(1) N \mathbf{1}_{\{\nu(N) = 0\}} - \nu(1)(\nu(1) - 1)
\end{equation}

\begin{equation}
= \mu(\nu(1)) + N \mathbf{1}_{\{\nu(N) = 0\}} + \nu(1) N \mathbf{1}_{\{\nu(N) = 0\}} - \nu(1)(\nu(1) - 1)
\end{equation}

\begin{equation}
= \mu(\nu(1)) + N^2 \mathbf{1}_{\{\nu(N) = 0\}} - \nu(1)(\nu(1) - 1).
\end{equation}
We therefore find that

\[
\sum_{\tilde{\nu} \in N_N(N)} \pi^N_{\text{MED}}(\tilde{\nu}) q(\tilde{\nu}, \nu) = \mu \sum_{k_0=2}^N \pi^N_{\text{MED}}(\nu + \delta_{k_0} - \delta_1 - \delta_{k_0-1}) k_0(\nu(k_0) + 1) \\
+ \sum_{k_1=1}^{N-1} \pi^N_{\text{MED}}(\nu + \delta_{k_1} + \delta_{k_2} - \delta_{k_1+1} - \delta_{k_2-1}) \\
× k_1(\nu(k_1) + 1 + \delta_{k_1,k_2} - \delta_{k_1+1,k_2}) k_2(\nu(k_2) + 1 - \delta_{k_1+1,k_2}) \\
+ \sum_{k_1=1}^{N-1} \pi^N_{\text{MED}}(\nu + \delta_{k_1} + \delta_1 - \delta_{k_1+1}) k_1(\nu(k_1) + 1 + \delta_{k_1,1})(\nu(1) + 1).
\]  

(2.43)

For all \(k_0 \in [N] \setminus \{1\},\)

\[
\pi^N_{\text{MED}}(\nu + \delta_{k_0} - \delta_1 - \delta_{k_0-1}) = \frac{1}{\mu} \nu(1)(\nu(k_0 - 1) - \delta_{2,k_0}) \frac{k_0 - 1}{k_0(\nu(k_0) + 1)},
\]  

(2.44)

while, for all \(k_1 \in [N - 1]\) and \(k_2 \in [N] \setminus \{1\},\)

\[
\pi^N_{\text{MED}}(\nu + \delta_{k_1} + \delta_{k_2} - \delta_{k_1+1} - \delta_{k_2-1}) \\
\pi^N_{\text{MED}}(\nu) = \frac{(k_1 + 1 - \delta_{k_1+1,k_2})(k_2 - 1 + \delta_{k_1+1,k_2})\nu(k_1 + 1 - \delta_{k_1+1,k_2})\nu(k_2 - 1 + \delta_{k_1+1,k_2})}{k_1 k_2(\nu(k_1) + 1 + \delta_{k_1,k_2} - \delta_{k_1+1,k_2})\nu(k_2) + 1 - \delta_{k_1+1,k_2}},
\]  

(2.45)

and, for all \(k_1 \in [N - 1],\)

\[
\pi^N_{\text{MED}}(\nu + \delta_{k_1} + \delta_1 - \delta_{k_1+1}) \\
\pi^N_{\text{MED}}(\nu) = \frac{(k_1 + 1)\nu(k_1 + 1)}{k_1(\nu(k_1) + 1 + \delta_{k_1,1})(\nu(1) + 1)}.
\]  

(2.46)
Thus, indeed,
\begin{equation}
\sum_{\tilde{\nu} \in \mathcal{N}_N(\mathbb{N})} \pi^N_{\text{med}}(\tilde{\nu}) \ q(\tilde{\nu}, \nu) \\
= \pi^N_{\text{med}}(\nu) \left\{ \nu(1) \left( \sum_{k_0=2}^{N} (k_0 - 1) (\nu(k_0 - 1) - \delta_{2,k_0}) \right) \\
+ \sum_{k_1=1}^{N-1} \sum_{k_2=2}^{N} (k_1 + 1 - \delta_{k_1+1,k_2})(k_2 - 1 + \delta_{k_1+1,k_2}) \nu(k_1 + 1 - \delta_{k_1+1,k_2}) \nu(k_2 - 1 + \delta_{k_1+1,k_2}) \right\} \\
+ \mu \sum_{k_1=1}^{N} (k_1 + 1) \nu(k_1 + 1) \}
= \pi^N_{\text{med}}(\nu) \left\{ \nu(1)N \ 1\{\nu(N) = 0\} - \nu(1)(\nu(1) - 1) + \mu(N - \nu(1)) \\
+ \sum_{k_1=2}^{N} k_1(1 + 1 - \delta_{k_1+1,k_2})(k_2 - 1 + \delta_{k_1+1,k_2}) \nu(k_1 + 1 - \delta_{k_1+1,k_2}) \nu(k_2 - 1 + \delta_{k_1+1,k_2}) \right\} \\
= \pi^N_{\text{med}}(\nu) \left\{ \nu(1)N \ 1\{\nu(N) = 0\} - \nu(1)(\nu(1) - 1) + \mu(N - \nu(1)) \\
+ \sum_{k_1=2}^{N} k_1(1 + 1 - \delta_{k_1+1,k_2})(k_2 - 1 + \delta_{k_1+1,k_2}) \nu(k_1 + 1 - \delta_{k_1+1,k_2}) \nu(k_2 - 1 + \delta_{k_1+1,k_2}) \right\} \\
= \pi^N_{\text{med}}(\nu) \tilde{q}_\nu.
\end{equation}

Since \(Z\) is irreducible, \(\pi^N_{\text{med}}\) is the unique stationary distribution. \(\square\)

The Moran model with resampling is linked to the poaching model with self-employment as follows.

**Proposition 2.11 (Link to N-graph dynamics).** Fix \(N \in \mathbb{N}\). Given \(G \in \mathcal{G}_\text{complete}\) and \(y = (y_1, \ldots, y_N) \in \mathbb{K}^N\) with \(g(G) = h(y)\), the poaching model with self-employment \(X\) starting in \(X_0 = G\) can be coupled with the resampling model with mutation \(Y\) starting in \(Y_0 = y\) so that
\begin{equation}
g(G_t) = h(Y_t), \quad t \geq 0.
\end{equation}

**Proof.** Let \(\Pi^1 = \{\Pi^1_{i,j} : 1 \leq i \neq j \leq N\}\) be a family of independent rate-1 Poisson point processes on \([0, \infty)\) indexed by \(i \neq j \in [N]\). Further, let \(\Pi^2\) be a Poisson point process on \([N] \times [0, \infty)\) with intensity measure \(n \otimes \mu dt\), where \(n\) denotes the counting measure on \(\mathbb{N}\) and \(dt\) the Lebesgue measure on \([0, \infty)\). Think of \(\Pi^1_{i,j}\) as putting an atom at those times, at which individual \(i\) replaces the type of individual \(j\) by its own type, and of \(\Pi^2\) as putting an atom at \((i, t)\) if a mutation event involving the individual \(i\) happens at time \(t\). Moreover, let \(K = \{K_i(n) : n \in \mathbb{N}, i \in [N]\}\)
be of family of independent $[0, 1]$-valued random variables uniformly distributed on $[0, 1]$. Think of $K_i(n)$ as the type of individual $i$ between its $n$th and $(n + 1)$st mutation. Let $(\Omega, \mathcal{A}, \mathbb{P})$ be a probability space on which $\Pi^1$, $\Pi^2$ and $K$ are defined.

We next define the poaching model with self-employment and the Moran model with mutation on $(\Omega, \mathcal{A}, \mathbb{P})$ as solutions of an SED driven by $\Pi^1$, $\Pi^2$ and $K$. For that we think of a tuple $(i, t) \in [N] \times [0, \infty)$ as the individual (or vertex) $i$ at time $t$, and we denote by $\text{pr}_{t}^{\text{ind}}$ and $\text{pr}_{t}^{\text{time}}$ the maps that send $(i, j)$ to its individual name and time, respectively. As usual, we can use the above point processes to define, for all $0 \leq s \leq t$ and $i, j \in [N]$, an ancestral relationship. For that, we declare $(i, s)$ to be an ancestor of $(j, t)$ if and only if there exist finitely many times $s = t_0 \leq t_1 \leq t_2 \leq \cdots \leq t_n = t$ and finitely many $i = i_0, i_1, \ldots, i_n, i_{n+1} = j \in [N]$ such that $\Pi_{i_{j-1}, i_j}(\{t_i\}) = 1$ for all $l \in [n + 1]$ and $\Pi^n(\{i_l\} \times (t_l, t_{l+1})) = 0$ for all $l \in \{0, \ldots, n\}$. We refer to $(i, s)$ as the earliest ancestor of $(j, t)$ in $[0, \infty)$ if $s \leq s'$ for all other ancestors $(i', s')$ of $(j, t)$.

We start with the Moran model with mutation. Define, for $i \in \mathbb{N}$ and $t \geq 0$,

\begin{equation}
\hat{Y}^N_i(t) := \begin{cases}
    y_{A_{[0, t]}(i, t)}, & \text{if } \text{pr}_{t}^{\text{time}}(A_{[0, t]}(i, t)) = 0, \\
    K_{\text{pr}_{t}^{\text{ind}}(A_{[0, t]}(i, t))}(n), & \text{if } \Pi^2(\{\text{pr}_{t}^{\text{ind}}(A_{[0, t]}(i, t))\} \times [0, \text{pr}_{t}^{\text{time}}(A_{[0, t]}(i, t))]) = n.
\end{cases}
\end{equation}

In particular, $\hat{Y}^N_i(0) = y_i$. Clearly, $\hat{Y}^N = (\hat{Y}^N_i(t))_{t \geq 0}$ is a Moran model with mutation.

Next, for $t \geq 0$ define the graph $\hat{G}_t = (V, E_t) \in \mathbb{G}^N_{\text{complete}}$ by choosing an arbitrary isomorphism between $V$ and $[N]$ w.r.t. $G = (V, E)$, i.e., a bijection $\gamma : V \rightarrow [N]$ such that $y_{\gamma^{-1}(v)} = \hat{Y}^N_i(v)$ whenever $\{v, v'\} \in E$. This is possible because $\#V = N$ and $g(G) = h(y)$ by assumption. For $t \geq 0$, let

\begin{equation}
E_t := \{\{v, v'\} : v, v' \in V, v \neq v', Y_{\gamma^{-1}(v)}(t) = Y_{\gamma^{-1}(v')}(t)\}.
\end{equation}

In particular, $E_0 := \{\{v, v'\} : v, v' \in V, v \neq v', y_{\gamma^{-1}(v)} = y_{\gamma^{-1}(v')}\}$. It follows immediately that (2.48) holds for all $t \geq 0$, and so it remains to show that $\hat{G} = ((V, E_t))_{t \geq 0}$ is the poaching model with self-employment.

Note that the edge set process $(E_t)_{t \geq 0}$ jumps at the same times as the Moran model with mutation $(\hat{Y}^N_i(t))_{t \geq 0}$. Moreover, as the latter is a pure-jump process, we can track the different jumps separately. If $\Pi^n_{i_j}(\{t_i\}) = 1$ for some $i \neq j \in [N]$, then $\hat{Y}^N_i(t)$ jumps to $\theta_{i,j} \hat{Y}^N_j(t)$ (with $\theta_{i,j}$ as introduced in (2.33)). This jump happens at rate $1$ and translates into a jump from $(V, E_{t-})$ to $(V, E_{t-})(\gamma^{-1}(i), \gamma^{-1}(j))$, i.e., the graph built from $(V, E_{t-})$ by letting $\gamma^{-1}(i)$ poach $\gamma^{-1}(j)$ (compare with (2.2)). On the other hand, if $\Pi^2(\{i\}) = n$ and $n \in \mathbb{N}$ for some $i \in [N]$ and $n \in \mathbb{N}$, then $\hat{Y}^N_i(t)$ jumps to $\kappa^n_i(\hat{Y}^N_i(t))$ (with $\kappa^n_i(y)$ as introduced in (2.34)). This jump happens with rate $\mu$ and translates into a jump from $(V, E_{t-})$ to $(V, E_{t-})(\gamma^{-1}(i))$, i.e., the graph built from $(V, E_{t-})$ by letting $\gamma^{-1}(i)$ leave its component and start a singleton component (compare with (2.2)). This implies that $\hat{G}_t(t)_{t \geq 0}$ is indeed the poaching model with self-employment. As $\tilde{G}_0 = G \in \mathbb{G}^N_{\text{complete}}$ and $\mathbb{G}^N_{\text{complete}}$ is invariant under the dynamics, it follows also that (2.48) holds.

We close this section with a proof of Proposition 2.3 stated in the form of a Corollary 2.4.

**Corollary 2.12 (Proof of Proposition 2.3).** If $X$ starts in $G_0 \in \mathbb{G}^N$ and $Y^N$ starts in $y \in \mathbb{K}^N$, then $\mathcal{L}(X_t) \Rightarrow \mathcal{L}(G^N_{\text{MED}})$. 


Proof. Let $X$ start in $G \in \mathbb{G}_N^{\text{complete}}$ and $\tilde{Y}^N$ start in $y \in \mathbb{K}^N$ with $g(G) = h(y)$. Then, since $\tilde{Y}^N$ is irreducible, for all $\nu \in \mathcal{N}_N(\mathbb{N})$,

$$(2.51) \quad \mathbb{P}_{g(G)}(g(\tilde{G}(t)) = \nu) = \mathbb{P}_{h(y)}(h(\tilde{Y}^N(t)) = \nu) \Rightarrow \pi_N \text{MED}(\nu).$$

As the poaching model with self-employment enters $\mathbb{G}_N^{\text{complete}}$ in finite time and does not leave $\mathbb{G}_N^{\text{complete}}$ afterwards, (2.51) extends to initial $N$-graphs $G \in \mathbb{G}_N$, i.e.,

$$(2.52) \quad \mathbb{P}_{g(G)}(g(\tilde{G}(t)) = \nu) \Rightarrow \pi_N \text{MED}(\nu).$$

3. DIFFUSIONS FOR GRAPHONS AND GRAPHEMES

In this section, we provide preliminaries on graphons that arise as limits of dense finite graphs as the number of vertices tends to infinity (Subsection 3.1). These graphons often show features of random graphs. For the purpose of the present paper, we are only interested in the subspace of those graphons that are non-random, and that will be referred to as graphemes (Subsection 3.2).

3.1. The space of graphons. Recall that an $N$-graph $G = (V, E)$ is an undirected graph with $\#V = N$. A class of functionals that allows us to evaluate $N$-graphs is the following class of subgraph densities (compare also with (2.22)).

**Definition 3.1** (Subgraph density). For $N \in \mathbb{N}$, let $G = (V, E)$ be an $N$-graph. Consider a finite graph $F = (V_F, E_F)$. The $F$-subgraph density $\Phi^F$ evaluates the relative frequency of $F$ as a subgraph of $G$, i.e.,

$$(3.1) \quad \Phi^F(G) := \frac{1 \{\text{inj}(V_F, V_G) \neq \emptyset\}}{\#\text{inj}(V_F, V_G)} \times \sum_{\phi \in \text{inj}(V_F, V_G)} \prod_{e=(v,v') \in E_F} 1_{E_G}(\{\phi(v), \phi(v')\}) \prod_{e=(v,v') \in \bar{E}_F} 1_{\bar{E}_G}(\{\phi(v), \phi(v')\}),$$

where $\text{inj}(V, V')$ denotes the set of all injective maps from $V$ to $V'$ and $\bar{E}$ denotes the set of all two-point sets that are not connected by an edge.

**Remark 3.2** (Subgraph counts). Dense graph limit theory usually relies on subgraph counts that are defined via an injective homomorphism and lead to test functions of the form: for $N \in \mathbb{N}$ and $F \in \mathbb{G}_k$ with $k \geq N$,

$$(3.2) \quad \Psi^F(G) := \frac{1 \{\text{inj}(V_F, V_G) \neq \emptyset\}}{\#\text{inj}(V_F, V_G)} \sum_{\gamma \in \text{inj}(V_F, V_G)} \prod_{e=(v,v') \in E_F} 1_{E_G}(\{\gamma(v), \gamma(v')\}).$$

Note that the class of test functions of the form (3.1) and (3.2) generate the same algebra, i.e., each of them can be expressed as a linear combination of finitely many of the others.

Recall further from (2.8) that we consider two finite graphs $G = (V, E)$ and $G' = (V', E')$ as equivalent if and only if there is an isomorphism $\gamma: V \rightarrow V'$ with $\{v, w\} \in E$ if and only if $\{\gamma(v), \gamma(w)\} \in E'$.

**Lemma 3.3** (On isomorphisms and subgraph densities). Two finite graphs $G = (V, E)$ and $G' = (V', E')$ are equivalent iff $\Phi^F(G) = \Phi^F(G')$ for all finite graphs $F$. 

□
iff \( \Phi \) are two uniform spaces, then we refer to a function \( \Psi: H \rightarrow \mathrm{Hausdorff \ completion}(V) \).

Then, \( H \), and thus \( \#\text{inj}(V_F, V) = \#\text{inj}(V_F, V') \).

Therefore,

\[
\Psi^F(G') = \frac{1}{\#\text{inj}(V_F, V')} \sum_{\phi' \in \text{inj}(V_F, V')} \prod_{e=(v,v') \in E_F} 1_{E'}(\{\phi'(v), \phi'(w)\})
\]

(3.3)

\[
= \frac{1}{\#\text{inj}(V_F, V)} \sum_{\phi' \in \text{inj}(V_F, V')} \prod_{e=(v,v') \in E_F} 1_E(\{\gamma^{-1} \circ \phi'(v), \gamma^{-1} \circ \phi'(w)\})
\]

\[
= \frac{1}{\#\text{inj}(V_F, V)} \sum_{\phi \in \text{inj}(V_F, V')} \prod_{e=(v,v') \in E_F} 1_E(\{\phi(v), \phi(w)\})
\]

\[
= \Psi^F(G),
\]

where we use that every \( \phi \in \text{inj}(V_F, V) \) is of the form \( \phi = \gamma^{-1} \circ \phi' \) for some unique \( \phi' \in \text{inj}(V_F, V') \). The same argument shows that \( F(G) = \Phi^F(G') \) for all finite graphs \( F \).

“\( \Leftarrow \)” Assume that \( G = (V, E) \) and \( G' = (V', E') \) are two finite graphs such that \( F(G) = \Phi^F(G') \) for all finite graphs \( F \). Choose \( F := G \). Then \( \text{inj}(V, V) \) contains the identity and therefore does not equal the empty set. Moreover, all \( \phi \in \text{inj}(V, V) \) are isomorphisms between \( G \) and \( G \). As \( \Phi^G(G) = 1 \), it follows that there exists an isomorphism between \( V \) and \( V' \), as claimed.

Recall from (2.9) the space \( G^{N=\infty} \) of isomorphism classes, and put

\[
G^\infty := \bigcup_{N \in \mathbb{N}} G^{N,\infty}.
\]

Since subgraph densities are separating points in \( G^\infty \), we can use them to induce a notion of convergence.

**Definition 3.4** (Convergence of subgraph densities). Given a sequence \((G_n)_{n \in \mathbb{N}}\) in \( G^\infty \), we say that \((G_n)_{n \in \mathbb{N}}\) converges to \( G \in G^\infty \) if and only if \( \Phi^F(G_n) \rightarrow \Phi^F(G) \) for all \( F \in G^\infty \).

It is not hard to see that \( G^\infty \) is not complete. For example, for \( n \in \mathbb{N} \) consider the complete graph \( G_n \) with \( n \) vertices. Then all subgraph densities are constant and equal to 1, and therefore converge, while the sequence \((G_n)_{n \in \mathbb{N}}\) cannot converge to an element in \( G^\infty \) as their number of vertices tends to infinity. Nonetheless, the space \( G^\infty \) can be completed by the following standard procedure: consider the family \( \mathcal{V} := \{B_k, k \in \mathbb{N}\} \) of sets of the form

\[
B_k := \{(G, G') \in G^\infty \times G^\infty \mid \Phi^F(G) = \Phi^F(G'), \forall F \in G^{k,\infty}\}.
\]

Then, \( \mathcal{V} \) is the base of a uniformity \( \mathcal{U}_{G^\infty} \) on \( G^\infty \times G^\infty \). As usual, if \((H_1, U_1)\) and \((H_2, U_2)\) are two uniform spaces, then we refer to a function \( \Psi: H_1 \rightarrow H_2 \) as uniformly continuous iff \( \Phi^{-1}(U_2) \subseteq U_1 \) for all \( U_2 \in U_2 \), i.e., iff for all \( U_2 \in U_2 \) there exists \( U_1 \in U_1 \) such that \((G, G') \in U_1 \) implies \((\Psi(G), \Psi(G')) \in U_2 \). As with metric spaces, \( G^\infty \) as a uniform space has a Hausdorff completion, i.e., there exists a complete Hausdorff uniform space \( \overline{G^\infty} \) and a topological embedding \( \iota: G^\infty \rightarrow \overline{G^\infty} \) such that, for all uniformly continuous mappings \( \Psi \) from \( G^\infty \) into a uniform space \( \mathbb{H} \), there exists a uniformly continuous map \( \overline{\Psi}: \overline{G^\infty} \rightarrow \mathbb{H} \) with \( \Psi = \overline{\Psi} \circ \iota \).
Let $\tilde{G}^\geq$ be the completion of $G^\geq$. In the theory of dense graph limits introduced by [LS06] and further developed in [BCL+08], the equivalence classes in $\tilde{G}^\geq$ are represented by graphons (see [Jan13, Theorem 9.1]).

**Definition 3.5** (Graphons). A graphon is a quadruple $(\Omega, \tau, \mu, W)$ consisting of a
- Polish space $(\Omega, \tau)$,
- probability measure $\mu$ on $\mathcal{B}(\Omega)$,
- symmetric and Borel measurable function $W : \Omega^2 \rightarrow [0, 1]$.

Two graphons $(\Omega, \tau, \mu, W)$ and $(\Omega, \tau, \mu, W')$ are identified when $W = W'$ $\mu$-almost surely. We refer to $W(\Omega, \tau, \mu)$ as the set of graphons on $(\Omega, \tau, \mu)$.

**Remark 3.6** (Graphons as square-map). Often the probability space $(\Omega, \tau, \mu)$ is taken to be $[0, 1]$ together with the Euclidian topology and the Lebesgue measure $\lambda$ on $[0, 1]$. In fact, as $W$ is a symmetric and Borel measurable function $W : \Omega^2 \rightarrow [0, 1]$, there exists a symmetric Borel measurable function $\tilde{W} : [0, 1]^2 \rightarrow [0, 1]$ such that, for all continuous bounded functions $f : [0, 1] \rightarrow \mathbb{R}$,

$$
\int_{\Omega^2} f(W(\omega_1, \omega_2)) \mu^\otimes 2(d(\omega_1, \omega_2)) = \int_{[0,1]^2} f(\tilde{W}(x_1, x_2)) \, dx_1 \, dx_2
$$

([DJ08, Theorem 2]). Most papers on graph limits only consider this case. However, for our purposes it will be convenient to allow for a more general Borel probability space.

**Example 3.7** (Finite graphs). Every $N$-graph $G = (V, E)$ can be represented by a graphon as follows. Let $\Omega = V$ be equipped with the discrete topology $\tau$, $\mu := \frac{1}{N} \sum_{v \in V} \delta_v$, and $W(v, v') = 1_E(\{v, v'\})$. To represent the $N$-graph $G$ via the Euclidian interval $[0, 1]$ equipped with the Lebesgue measure, partition $(0, 1)$ into $N$ intervals $\left(\frac{i-1}{N}, \frac{i}{N}\right]$, $i \in [N]$. Choose a bijection $\phi : V \rightarrow [N]$, and let

$$
\tilde{W}(x, y) := \sum_{i,j \in [N], i \neq j} 1_E(\{\phi^{-1}(i), \phi^{-1}(j)\}) 1_{\left(\frac{i-1}{N}, \frac{i}{N}\right] \times \left(\frac{j-1}{N}, \frac{j}{N}\right]}((x, y)).
$$

The two graphons $W$ and $\tilde{W}$ have the same distribution in the sense of (3.7).

Given a graphon $W$ on $(\Omega, \tau, \mu)$, we define for $F = (V_F, E_F) \in \mathbb{G}^k$, $k \in \mathbb{N}$, with $V_F = [k]$, the subgraphon density

$$
t^F(W) := \int_{\Omega^k} \prod_{(i,j) \in E_F} W(x_i, x_j) \prod_{(i,j) \in E^c_F} (1 - W(x_i, x_j)) \mu^\otimes k(d(x_1, \ldots, x_k)).
$$

As before, we consider two graphons $W, W' \in \mathcal{W}$ as equivalent if and only if $t^F(W) = t^F(W')$ for all $F \in \mathbb{G}^\geq$, and define

$$\mathcal{W}^\geq := \text{set of all equivalence classes of graphons}.$$
Proposition 3.8 (Space of graphons). The space $W^\infty$ equipped with the notion of convergence of subgraphon densities equals $\mathcal{G}^\infty$, i.e., for every $G \in \mathcal{G}^\infty$, there is a unique (up to equivalence) graphon $(\Omega, \tau, \mu, W)$ such that, for all $F \in \mathcal{G}^\infty$,

$$(3.10) \quad \Phi^F(G) = t^F(W).$$

We will make use of the fact that the space of graphons is a compact Polish space ([LS07 Theorem 5.1]). One prominent metric metrizing the topology given by the notion of convergence of subgraphon densities is the so-called cut metric (compare with [BCL+08, BCL+12, DGKR15]).

3.2. The space of graphemes. In what follows, we are interested in the subspace of those graphons from which we can read off an adjacency matrix together with a sampling measure on a possibly infinite vertex set.

Definition 3.9 (Grapheme). A graphon $(\Omega, \tau, \mu, W)$ is called a grapheme (or random-free graphon) if $W(\Omega \times \Omega) \subseteq \{0, 1\}$. ♠

Put

$$(3.11) \quad \mathcal{G}^{\infty,\{0,1\}} := \{ (\Omega, \tau, \mu, W) \in \mathcal{G}^{\infty} : W(\Omega \times \Omega) \subseteq \{0, 1\} \}.$$ 

Note that each $(\Omega, \tau, \mu, W)$ can be identified with a measured graph $G = (V, E, \mu)$ with vertex set $V := \Omega$, Borel probability measure $\mu$ and $E := \{(v, v') : v, v' \in V, W(v, v') = 1\}$.

Example 3.10 (Complete graph versus (pseudo) random graph). Consider once more the sequence $(G_N)_{N \in \mathbb{N}}$ of complete graphs whose number of vertices $N$ goes to infinity. Obviously, $(G_N)_{N \in \mathbb{N}}$ converges to the grapheme represented by $([0, 1], dx, 1_{[0,1] \times [0,1]})$. Consider the graphon represented by

$$(3.12) \quad W_{\frac{1}{2}} := ([0, 1], dx, \frac{1}{2} 1_{[0,1] \times [0,1]}).$$

For two independent families $\{X_n : n \in \mathbb{N}\}$ and $\{Y_{i,j} : i \neq j \in \mathbb{N}\}$ of independent random variables, uniform on $[0, 1]$, respectively, $\{0, 1\}$-valued Bernoulli with success parameter $\frac{1}{2}$, let $V_k := \{X_1, \ldots, X_k\}$, $\tau_k$ the discrete topology, $\mu_k := \frac{1}{k} \sum_{i=1}^k \delta_{X_i}$, and $E_k := \{\{X_i, X_j\} : 1 \leq i \neq j \leq k, Y_{i,j} = 1\}$. Obviously, $\Phi^F([V_N, E_N]) \rightarrow t^F([W_{\frac{1}{2}}])$ for all finite graphs $F$, almost surely.

We can therefore find realisations of the above random variables such that all subgraph densities converge to $W_{\frac{1}{2}}$. However, as we will see later, $W_{\frac{1}{2}}$ is not a grapheme. ♠

Example 3.10 shows that the space $\mathcal{G}^{\infty,\{0,1\}}$ of graphemes is not complete. Since later we want to use $\mathcal{G}^{\infty,\{0,1\}}$ as the state space of the diffusion limit of the $N$-graph-valued Markov chain, we are in need of a description of the compact sets. We use the following strategy to generalise the construction of Example 3.10 as follows. Let $(\Omega, \tau, \mu, W)$ be a graphon. Define a random graph $G(N, W)$ with vertex set $V = [N]$ by first taking families $\{X_n : n \in \mathbb{N}\}$ and $\{Y_{i,j} : i \neq j \in \mathbb{N}\}$ of independent random variables, uniform on $[0, 1]$, respectively, $\{0, 1\}$-valued independent with $\mathbb{P}(Y_{i,j} = 1 | \{X_i, X_j\}) = W(X_i, X_j)$, i.e., we first sample $X_1, X_2, \ldots$ at random, and then toss
a biased coin for each possible edge. As usual, we define the entropy of the discrete random variable $G(N,W)$ as

$$\text{Ent}(G(N,W)) := - \sum_{F \in \mathcal{G}^N} \mathbb{P}(G(N,W) = F) \log \left( \mathbb{P}(G(N,W) = F) \right)$$

(3.13)

$$= - \sum_{F \in \mathcal{G}^N} t^F \left( \left[ (\Omega, \tau, \mu, W) \right] \right) \log \left( t^F \left( \left[ (\Omega, \tau, \mu, W) \right] \right) \right).$$

The following proposition relies on the characterisation of compact sets in the space of (equivalence classes of) graphemes given in [Jan13, Theorem 10.16].

**Proposition 3.11** (Compact sets). Let $\Gamma \subseteq \mathcal{G}^{\geq (0,1)}$ be a family of graphemes. Then, $\Gamma$ is relatively compact in $\mathcal{G}^{\geq (0,1)}$ if and only if, for all $\delta > 0$, there exists $k_0 = k_0(\delta) \in \mathbb{N}_0$ such that, for all $k \geq k_0$,

$$\sup_{g \in \Gamma} \sum_{F \in \mathcal{G}^k} h(t^F(g)) \leq \delta k^2,$$

(3.14)

where $h(x) = -x \log(x)$.

**Proof.** Fix a sequence $(g_n)_{n \in \mathbb{N}}$ in $\Gamma$. As $\mathcal{G}^{\geq}$ is compact, there exists a subsequence $(n_k)_{k \in \mathbb{N}}$ and a limit graphon $g \in \mathcal{G}^{\geq}$ such that $g_{n_k} \rightarrow g$. Assume that for all $\delta > 0$ there exists a $k_0 \in \mathbb{N}$ such that (3.14) holds for all $k \geq k_0$. Then,

$$\lim_{k \rightarrow \infty} \frac{1}{k} \sum_{F \in \mathcal{G}^k} h(t^F(g)) = 0.$$

(3.15)

Thus, $g \in \mathcal{G}^{\geq (0,1)}$ by [Jan13, Theorem 10.6].

**Example 3.12** (Complete graph versus (pseudo) random graph sequence). Consider the sequence $(G_N)_{N \in \mathbb{N}}$ of complete graphs whose number of vertices $N$ goes to infinity. Obviously, $(G_N)_{N \in \mathbb{N}}$ converges to the grapheme represented by $([0,1], dx, 1_{[0,1] \times [0,1]})$. We also see that, for all $k \in \mathbb{N}$ and all finite graphs $F \in \mathcal{G}^k$, $t^F(g_N) \in \{0,1\}$, and so (3.14) obviously holds. However, if for each $N \in \mathbb{N}$ the graph $G_N$ is such that $G_N \overset{N \rightarrow \infty}{\rightarrow} W_2$ (with $W_2$ as defined in (3.12)), then, for all $k \in \mathbb{N}$,

$$\sum_{F \in \mathcal{G}^k} h(t^F(g)) = - \sum_{F \in \mathcal{G}^k} 2^{-\binom{k}{2}} \log \left( 2^{-\binom{k}{2}} \right) = \binom{k}{2} \log 2.$$

(3.16)

Therefore, $W_2 \notin \mathcal{G}^{\geq (0,1)}$.

In the poaching model with self-employment, we will make use of the following property of the space $\mathcal{G}_{\text{complete}}$ of finite graphs consisting of only complete connected components.

**Proposition 3.13** (Relative compactness of $\mathcal{G}_{\text{complete}}$). The space $\mathcal{G}_{\text{complete}}$ is relatively compact in $\mathcal{G}^{\geq (0,1)}$.

**Proof.** Let $(g_N = \left[ (\Omega_N, \tau_N, \mu_N, W_N) \right])_{N \in \mathbb{N}}$ be a sequence of graphons such that $g_N \overset{N \rightarrow \infty}{\rightarrow} g$ for some $g \in \mathcal{G}^{\geq}$. We must show that $g = \left[ (\Omega_N, \tau_N, \mu_N, W_N) \right] \in \mathcal{G}^{\geq (0,1)}$ for some $(\Omega_N, \tau_N, \mu_N, W_N) \in \mathcal{G}_{\text{complete}}$. 

Fix $k \in \mathbb{N}$ and recall from (2.17) the map $g : \mathbb{G}^k_{\text{complete}} \to \mathcal{N}^k(\mathbb{N})$ with $\mathcal{N}^k(\mathbb{N})$ the set of all integer-valued measures with $\sum_{i=1}^k \nu(\{i\}) = k$. W.l.o.g., we may assume that, for each $N \in \mathbb{N}$, this is represented by an element in $\mathbb{G}^N_{\{0,1\}}$. For each $k \in \mathbb{N}$, we find that $G(k, W_N) \in \mathbb{G}^k_{\text{complete}}$ and therefore

$$\text{Ent}(G(k, W_N)) = - \sum_{F \in \mathbb{G}^k_{\text{complete}}} \mathbb{P}(G(k, W_N) = F) \log \left( \mathbb{P}(G(k, W_N) = F) \right)$$

(3.17)

$$= - \sum_{\nu \in \mathcal{N}^N(\mathbb{N}))} \sum_{F \in \mathbb{G}^k_{\text{complete}}} \mathbb{P}(G(k, W_N) = F) \log \left( \mathbb{P}(G(k, W_N) = F) \right) g(F) = \nu$$

$$= - \sum_{\nu \in \mathcal{N}^N(\mathbb{N}))} \mathbb{P}(g(G(k, W_N)) = \nu) \log \left( \frac{\mathbb{P}(g(G(k, W_N)) = \nu)}{\# \{ F \in \mathbb{G}^k_{\text{complete}} : g(F) = \nu \} } \right),$$

where in the last line we use that $\mathbb{P}(G(k, W_N) = F_1) = \mathbb{P}(G(k, W_N) = F_2)$ whenever $F_1, F_2 \in \mathbb{G}^k$ with $g(F_1) = g(F_2)$. Note further that, for each $\nu \in \mathcal{N}^N(\mathbb{N})$,

$$\log \left( \# \{ F \in \mathbb{G}^k_{\text{complete}} : g(F) = \nu \} \right) = \log \left( \frac{k!}{\prod_{i=1}^k (l!\nu(i)\nu(l))!} \right) \leq \log(k!) \leq k \log k,$$

and so

$$\sum_{\nu \in \mathcal{N}^N(\mathbb{N})} \mathbb{P}(g(G(k, W_N)) = \nu) \log \left( \# \{ F \in \mathbb{G}^k : g(F) = \nu \} \right) \leq k \log k.$$

Hence

$$\text{Ent}(G(k, W_N)) \leq \text{Ent}(g(G(k, W_N))) + k \log k$$

(3.20)

$$\leq \text{Ent} \left( \text{Unif}(\# \mathcal{N}^k(\mathbb{N})) \right) + k \log k$$

$$= \log \left( \# \mathcal{N}^k(\mathbb{N}) \right) + k \log k.$$

As $\mathcal{N}^k(\mathbb{N})$ has the same cardinality as the number of partitions of $k$ into a sum of positive integers, we have, as $k \to \infty$,

$$\# \mathcal{N}^k(\mathbb{N}) \sim \frac{\exp(\pi \sqrt{2k/3})}{4k^{\sqrt{3}}}$$

(see e.g. [BD97]). This implies that

$$\text{Ent}(G(k, W_N)) \leq \pi \sqrt{2k/3} + k \log k,$$

(3.21)

which clearly satisfies (3.14) and therefore settles the claim. \(\square\)

We can say even more about limits of finite graphs with complete graph components. To that end, we call a symmetric measurable function $W : [0, 1]^2 \to [0, 1]$ a diagonal block function if there are (at most) countably many block sizes $(\alpha_i)_{i \geq 1}$ with $1 \geq \alpha_1 \geq \alpha_2 \geq \cdots \geq 0$, $\sum_{i \geq 1} \alpha_i \leq 1$, such that

$$W(x, y) = \sum_{n \geq 0} \mathbf{1}_{\left[ \sum_{i=1}^n \alpha_i, \sum_{i=1}^{n+1} \alpha_i \right]}^2(x, y), \quad x, y \in [0, 1].$$

(3.23)
We denote by
\[(3.24) \quad \tilde{G}_\infty^{\aleph,\{0,1\}} := \{ g = [(0, 1], \mu, W) : W \text{ is a diagonal block function} \}\]
the subspace of all graphemes that can be represented by a graph with complete graph components.

**Proposition 3.14 (A closed subspace).** The space \( \tilde{G}_\infty^{\aleph,\{0,1\}} \) is a closed subspace of the space \( \tilde{G}_\infty^{\aleph} \) of all graphons. In particular, \( \tilde{G}_\infty^{\aleph,\{0,1\}} \) is compact.

**Proof.** Assume that \((g_N)_{N \in \mathbb{N}}\) is a sequence in \( \tilde{G}_\infty^{\aleph,\{0,1\}} \) that converges in the sense of Definition 3.4 to a graphon \( g \in \tilde{G}_\infty^{\aleph} \). We want to show that \( g \in \tilde{G}_\infty^{\aleph,\{0,1\}} \). By approximation, using finite block graphons, w.l.o.g., we can assume that for each \( N \in \mathbb{N} \), \( g_N = [(0, 1], \mu_N, W_N) \) is a finite diagonal block graphon with \( \mu_N = \frac{1}{N} \sum_{i=1}^{N} \delta_{\frac{i}{N}} \), \( (3.25) \)
and
\[(3.26) \quad W_N(x, y) = \frac{1}{M_N} \sum_{n=1}^{M_N} 1_{[\sum_{i=1}^{n} \alpha_i, \sum_{i=1}^{n+1} \alpha_i) \times (x, y)}, \quad x, y \in [0, 1], \quad M_N \in \mathbb{N}, \]
where \( \alpha_i^N = \frac{k_i^N}{N}, k_i^N \in [N], i \in [M_N] \) with \( k_1^N \geq k_2^N \geq \ldots \geq k_{M_N}^N \) and \( \sum_{i=1}^{M_N} k_i^N = N \).

Then, evidently, the convergence of block sizes \((\alpha_1^N, \alpha_2^N, \ldots) \xrightarrow{N \to \infty} (\alpha_1, \alpha_2, \ldots)\) for some \( \alpha_1 \geq \alpha_2 \geq \ldots \geq 0 \) with \( \sum_{i \geq 1} \alpha_i \leq 1 \) is equivalent to grapheme convergence \( g_N \xrightarrow{N \to \infty} g \), where \( g = [(0, 1], dx, W) \) and \( W \) is a diagonal block graphon with block sizes \((\alpha_1, \alpha_2, \ldots)\), cf., \( (3.23) \). \( \square \)

Recall the MED-N-graph from Definition 2.2. It is known that as \( N \to \infty \) the multivariate Ewens distribution converges in distribution to the Griffith-Engen-McCloskey distribution (GEM) ([Eng75], [McC65], [Gri88]). To introduce GEM, let \( V_1, V_2, \ldots \) be i.i.d. random variables that are beta-distributed with parameters 1 and \( \mu \), i.e., continuous \([0, 1]-valued random variables with density
\[(3.27) \quad f_Y(t) = \mu(1-t)^{\mu-1}. \]
Put, for \( k \in \mathbb{N} \),
\[(3.28) \quad Y_k := V_k \prod_{i=1}^{k-1} (1 - V_i). \]

The random probability vector \((Y_1, Y_2, \ldots)\) is referred to as Griffith-Engen-McCloskey distribution (GEM).

**Definition 3.15 (GEM-grapheme).** The **GEM-grapheme** is the random grapheme that can be represented by \( \Omega := [0, 1] \) equipped with the Euclidian topology, the Lebesgue measure \( \lambda \) on \( \Omega \), and a random measurable symmetric map \( W : \Omega^2 \to \{0, 1\} \) such that the following holds:
• **Complete components.** For all $x, y, z \in [0, 1]$, if $W(x, y) = 1$ and $W(y, z) = 1$, then $W(x, z) = 1$. An equivalence relation $\sim_W$ is therefore given by $x \sim_W y$ if and only if $W(x, y) = 1$. Moreover, the set $\text{comp}_W$ consists of countably many measurable equivalence classes.

• **GEM-component sizes.** The random point process $\sum_{\omega \in \text{comp}_W} \delta_{\omega(\omega)}$ is equal in distribution to the random point process $\sum_{k \in \mathbb{N}} \delta_{Y_k}$.

We close this subsection with stating that the MED-$N$-graph converges weakly to the GEM-grapheme.

**Proposition 3.16** (Convergence of the MED $N$-graph to the GEM-grapheme). Let $g^N_{\text{MED}}$ be the distribution of the MED-$N$-graph encoded as a grapheme, $N \in \mathbb{N}$, and $g_{\text{GEM}}$ the distribution of the GEM-grapheme. Then,

$$\mathcal{L}(g^N_{\text{MED}}) \Rightarrow \mathcal{L}(g_{\text{GEM}}).$$

**Proof.** Since the subgraphon densities are convergence determining, we need to show that, for all $F \in \mathcal{G}^k, k \in \mathbb{N},$

$$(3.30) \quad \mathbb{E}\left[t^F(g^N_{\text{MED}})\right] \Rightarrow \mathbb{E}\left[t^F(g_{\text{GEM}})\right].$$

To that end, fix $k \in \mathbb{N}$ and $F \in \mathcal{G}^k$. As $t^F(g^N_{\text{MED}}) = 0$ almost surely for all $N \in \mathbb{N}$ and $t^F(g_{\text{GEM}}) = 0$ almost surely for all $F \in \mathcal{G}^k \setminus \mathcal{G}_{\text{complete}}$, we may assume w.l.o.g. that $F \in \mathcal{G}^k_{\text{complete}}$. Similarly to the proof of Proposition 3.13 see in particular, Definition 2.12 and (3.18), we find that, for all $N \in \mathbb{N},$

$$E \left[ t^F(g^N_{\text{MED}}) \right] = \mathbb{P}(G(k, g^N_{\text{MED}}) = F)$$

$$= \frac{\mathbb{P}(g(G(k, g^N_{\text{MED}})) = g(F))}{\# \{ F' \in \mathcal{G}^k_{\text{complete}} : g(F') = g(F) \}}$$

$$= \pi^k_{\text{graph}}(F),$$

i.e., the MED-$N$-graph distribution is sampling consistent in the sense that sampling $k$ vertices of the random $N$-graph yields a random $k$-graph with the MED-$k$-graph distribution. It is also known that by sampling $k$ vertices $X_1, \ldots, X_k$ uniformly from $[0, 1]$, and building an $k$-graph $\hat{G}_{\text{GEM}}$ by letting $i \sim j$ if and only if $Y_{i-1} \leq X_i, X_j \leq Y_i$ for some $l \in \mathbb{N}$, we get $\hat{G}_{\text{GEM}} \in \mathcal{G}^k_{\text{complete}}$ satisfies

$$E \left[ t^F(g_{\text{GEM}}) \right] = \mathbb{P}(\hat{G}_{\text{GEM}} = F) = \pi^k_{\text{MED}}(F)$$

(compare [JKB97 (41.4)].) Hence (3.30) follows. \qed

4. **The grapheme-valued Wright-Fisher diffusion with mutation**

In this section, we are interested in the limit dynamics of the poaching models with self-employment $X^N$ as the number of vertices $N$ goes to infinity. For that purpose, for each
$N \in \mathbb{N}$, we encode $N$-graphs as graphemes with complete graph components (compare with Proposition 3.14), and let

$$\mathcal{G}_{\text{complete}}^N \ni \{g = [(\Omega, \tau, \mu, W)] \in \mathcal{G}_{\text{complete}}^N : \text{supp}(\mu) = N\}$$

be the space of $N$-graphemes with only complete components.

To identify a candidate for the grapheme-valued dynamics in the limit, recall from (2.19) the operator $\Omega^N_{\text{adjacency}}$ acting on functions $\phi : \mathcal{A}_k \rightarrow \mathbb{R}$ and from (2.23) how the operator $\Omega^N_{\text{graphs}}$ acts on functions the subgraph densities $\Phi^{k,A}$: $\mathbb{G} \rightarrow \mathbb{R}$, $k \in \mathbb{N}$ and $A \in \mathcal{A}_k$, i.e., for all $g = [(\Omega, \tau, \mu, W)] \in \mathbb{G}^N \ni \{0\}$,

$$\Omega^N_{\text{graphs}} \Phi^{k,A}(g) = \int \Omega^k\Phi^{k,A}(d(x_1, \ldots, x_k)) \Omega^k_{\text{adjacency}}(W(x_i, x_j))_{1 \leq i, j \leq k},$$

where $\Omega^k\Phi^{k,A}$ denotes independent sampling without repetition.

Consider the operator $\Omega_{\text{grapheme}}$ acting on subgraph densities as follows: with $g = [(\Omega, \tau, \mu, W)] \in \mathbb{G}_{\text{complete}}^N \ni \{0\}$,

$$\Omega_{\text{grapheme}} \Phi^{k,A}(g) = \int \mu \Phi^{k,A}(d(x_1, \ldots, x_k)) \Omega_{\text{adjacency}}^{k,A}(W(x_i, x_j))_{1 \leq i, j \leq k}.$$

**Proposition 4.1** (Convergence of the generators). For all $k \in \mathbb{N}$ and $A \in \mathcal{A}_k$,

$$\lim_{N \to \infty} \sup_{g \in \mathbb{G}_{\text{complete}}^N \ni \{0\}} |\Omega^N_{\text{grapheme}} \Phi^{k,A}(g) - \Omega_{\text{grapheme}} \Phi^{k,A}(g)| = 0.$$

**Proof.** This follows immediately, because for any given $k \in \mathbb{N}$, $\Omega_{\text{adjacency}}^{k,A}(B)$ is bounded in $N$ uniformly over all $B \in \mathcal{A}_k$, and the total variation distance of $\mu \Phi^{k,A}$ and $\mu \Phi^{k,A}$ converges to zero uniformly over sequences $(g_N)_{N \in \mathbb{N}}$ with $g_N \in \mathbb{G}_{\text{complete}}^N \ni \{0\}$. \hfill $\Box$

**Theorem 4.1** (Wellposed martingale problem). Assume that $g \in \mathbb{G}_{\text{complete}}^N \ni \{0\}$. Then, there exists a unique Markov process $V = (V_t)_{t \geq 0}$ with $V_0 = g$ and continuous paths such that, for all $k \in \mathbb{N}$ and $A \in \mathcal{A}_k$, the process $M^{k,A} := (M^{k,A}_t)_{t \geq 0}$ given by

$$M^{k,A}_t = \Phi^{k,A}(V_t) - \Phi^{k,A}(g) - \int_0^t (\Omega_{\text{grapheme}} \Phi^{k,A})(V_s) \, ds$$

is a $\mathbb{G}_{\text{complete}}^N$-valued martingale.

**Definition 4.2** (Grapheme-valued WF diffusion with mutation). We refer to the unique solution of the martingale problem from Theorem 4.1 as grapheme-valued Wright-Fisher diffusion with mutation.

The following proposition states that the family of $N$-graph dynamics are tight, provided we start in suitable initial conditions.

**Proposition 4.3** (Compact containment). Let $\{\tilde{X}^N; N \in \mathbb{N}\}$ be the poaching model with self-employment with $\tilde{X}^N(0) \rightarrow \tilde{X}(0)$ for some $\tilde{X}(0) \in \mathbb{G}_{\text{complete}}^N \ni \{0\}$. Then, for all $T > 0$ and $\varepsilon > 0$, there exists a compact set $\Gamma := \Gamma_{T,\varepsilon} \subseteq \mathbb{G}_{\text{complete}}^N \ni \{0\}$ such that

$$\inf_{N \in \mathbb{N}} \mathbb{P}(\tilde{X}^N(t) \in \Gamma, \forall t \in [0, T]) \geq 1 - \varepsilon.$$
Proof. As $G^N_{\text{complete}}$ is invariant under the poaching model with self-employment, the claim follows from Proposition 3.13.

To show uniqueness, we will rely on duality. Recall the Feynman-Kac duality from Proposition 2.8, the Feynman-Kac duality for the Markov chain with values in the space of adjacency matrices. Due to the algebraic form of the operator $\Omega$ we can lift this to our grapheme-valued process.

**Proposition 4.4** (Feynman-Kac duality). Let $V = (V_t)_{t \geq 0}$ be a solution of the $\Omega$-martingale problem, and $\hat{M} = (\hat{M}_t)_{t \geq 0}$ the $A_k$-valued Markov chain with duplication and grounding running in backward time. Then,

$$
E_A\left[ \int_{\Omega^k} \mu^\otimes_k (d\omega) \mathbf{1}_A((W_t(x_i, x_j))_{1 \leq i, j \leq k}) \right] = \mathbb{E} \left[ \int_{\Omega^k} \mu^\otimes_k (d\omega) \mathbf{1}_A((W_t(x_i, x_j))_{1 \leq i, j \leq k}) \exp \left( \int_0^t \beta^{\mu}_N(\hat{M}_s) ds \right) \right].
$$

(4.7)

**Proof.** Put

$$
H(g, (k, A)) := \Phi^{k,A}(g).
$$

(4.8)

Then, by (2.31) for $k \in \mathbb{N}$, $A \in A_k$ and $g = (\Omega, \tau, \mu, W) \in \mathcal{G}^\tau$,

$$
(\Omega^\text{grapheme} H)(g, (k, A))
$$

:= $\int_\Omega \mu^\otimes_k (d\omega) \Omega_{\text{adjacency}}^k \mathbf{1}_A((W(x_i, x_j))_{1 \leq i, j \leq k})
$$

(4.9)

$$
= \int_\Omega \mu^\otimes_k (d\omega) \left( \Omega_{\text{adjacency}}^k \mathbf{1}_A((W(x_i, x_j))_{1 \leq i, j \leq k}) + \beta^{\mu}_k(A) \mathbf{1}_A((W(x_i, x_j))_{1 \leq i, j \leq k}) \right)
$$

$$
= \left( \Omega_{\text{adjacency}}^k H \right)(g, (k, A)) + \beta^{\mu}_k(A) H(g, (k, A)).
$$

As $\beta^{\mu}_k(A) \leq k(k - 1 + \mu) < \infty$ for all $k \in \mathbb{N}$ and $A \in A_k$, the claim follows.

The next proposition states that the limit of the stationary distribution of the poaching model with self-employment is the stationary distribution of the grapheme valued limit diffusion.

**Proposition 4.5** (Stationary distribution). Let $G = (G_t)_{t \geq 0}$ be the unique solution of the $\Omega^\text{grapheme}$-martingale problem. Then, the GEM-grapheme is the unique stationary distribution of $G$.

**Proof.** For each $k \in \mathbb{N}$ and $A \in A_k$, we have for $g = (\Omega, \tau, \mu, W) \in \mathcal{G}$

$$
E_{\text{GEM}} \left[ (\Omega^\text{grapheme} \Phi^F)(g) \right]
$$

(4.10)

$$
= E_{\text{GEM}} \left[ \int_{\Omega^k} \mu^\otimes_k (d\omega) (\Omega_{\text{adjacency}}^k \mathbf{1}_A)((W(x_i, x_j))_{1 \leq i, j \leq k}) \right]
$$

$$
= \int_{\Omega^k} \mu^\otimes_k (d\omega) E_{\text{MED}} \left[ (\Omega_{\text{adjacency}}^k \mathbf{1}_A)((W(x_i, x_j))_{1 \leq i, j \leq k}) \right] = 0,
$$

by the proof of Proposition 3.16.

□

Tightness follows, in view of Propositions 4.1 and 4.3, with the exactly same proof as Theorems 3.9.1 and 3.9.4 in [EK86] (see also [EK86, Remark 4.5.2]). In particular, it follows that if \( \{\tilde{X}^N; N \in \mathbb{N}\} \) is the poaching model with self-employment with \( \tilde{X}^N(0) \xrightarrow{N \to \infty} \tilde{X}(0) \) for some \( \tilde{X}(0) \in \mathbb{G}_{\geq 0,1} \), then \( \tilde{X}^N \) converges as \( N \to \infty \) weakly on Skorokhod space to the grapheme-valued Wright-Fisher diffusion with mutation starting in \( \tilde{X}(0) \).

To argue for continuous paths, notice that the class of sample subgraphon densities is convergence determining. Hence, it is enough to show that \( (\Phi^F(V_t))_{t \geq 0} \) has continuous paths for all \( k \in \mathbb{N} \) and \( F \in \mathbb{G}_k \). This follows from the convergence of the poaching model with self-employment to the grapheme-valued Wright-Fisher diffusion and the fact that \( |\tilde{X}^N(t) - \tilde{X}(t)| \leq \frac{k}{N} \) (compare, e.g., [EK86, Theorem 3.10.2]). □
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